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Preface

The Standard Model of particle physics represents one of the triumphs of modern
physics. With the discovery of the Higgs boson at the LHC, all of the particles in the
Standard Model have now been observed. The main aim of this book is to provide
a broad overview of our current understanding of particle physics. It is intended to
be suitable for final-year undergraduate physics students and also can serve as an
introductory graduate-level text. The emphasis is very much on the modern view
of particle physics with the aim of providing a solid grounding in a wide range of
topics.

Our current understanding of the sub-atomic Universe is based on a number of
profound theoretical ideas that are embodied in the Standard Model of particle
physics. However, the development of the Standard Model would not have been
possible without a close interplay between theory and experiment, and the struc-
ture of this book tries to reflects this. In most chapters, theoretical concepts are
developed and then are related to the current experimental results. Because parti-
cle physics is mostly concerned with fundamental objects, it is (in some sense) a
relatively straightforward subject. Consequently, even at the undergraduate level,
it is quite possible to perform calculations that can be related directly to the recent
experiments at the forefront of the subject.

Pedagogical approach

In writing this textbook I have tried to develop the subject matter in a clear and
accessible manner and thought long and hard about what material to include. Whilst
the historical development of particle physics is an interesting topic in its own right,
it does not necessarily provide the best pedagogical introduction to the subject. For
this reason, the focus of this book is on the contemporary view of particle physics
and earlier experimental results are discussed only to develop specific points. Sim-
ilarly, no attempt is made to provide a comprehensive review of the many experi-
ments, instead a selection of key measurements is used to illustrate the theoretical
concepts; the choice of which experimental measurements to include is primarily
motivated by the pedagogical aims of this book.

This textbook is intended to be self-contained, and only a basic knowledge of
quantum mechanics and special relativity is assumed. As far as possible, I have tried
to derive everything from first principles. Since this is an introductory textbook, the
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mathematical material is kept as simple as possible, and the derivations show all
the main steps. I believe that this approach enables students relatively new to the
subject to develop a clear understanding of the underlying physical principles; the
more sophisticated mathematical trickery can come later. Calculations are mostly
performed using helicity amplitudes based on the explicit Dirac—Pauli representa-
tion of the particle spinors. I believe this treatment provides a better connection
to the underlying physics, compared to the more abstract trace formalism (which
is also described). Some of the more-challenging material is included in optional
starred sections. When reading these sections, the main aim should be to under-
stand the central concepts, rather than the details.

The general structure of this book is as follows: Chapters 1-5 introduce the
underlying concepts of relativistic quantum mechanics and interaction by particle
exchange; Chapters 6—12 describe the electromagnetic, strong and weak interac-
tions; and Chapters 13—18 cover major topics in modern particle physics. This
textbook includes an extensive set of problems. Each problem is graded according
to the relative time it is likely to take. This does not always reflect the difficulty
of the problem and is meant to provide a guide to students, where for example a
shorter graded problem should require relatively little algebra. Hints and outline
solutions to many of the problems are available at www.cambridge.org/MPP.

For instructors

This book covers a wide range of topics and can form the basis of a long course
in particle physics. For a shorter course, it may not be possible to fit all of the
material into a single semester and certain sections can be omitted. In this case,
I would recommend that students read the introductory material in Chapters 1-3
as preparation for a lecture course. Chapters 4—8, covering the calculations of the
e*e”™ — u'u” annihilation and e”p scattering cross sections, should be considered
essential. Some of the material in Chapter 9 on the quark model can be omitted,
although not the discussion of symmetries. The material in Chapter 14 stands alone
and could be omitted or covered only partially. The material on electroweak unifi-
cation and the tests of the Standard Model, presented in Chapters 15 and 16, repre-
sents one of the highlights of modern particle physics and should be considered as
core. The chapter describing the Higgs mechanism is (necessarily) quite involved
and it would be possible to focus solely on the properties of the Higgs boson and
its discovery, rather than the detailed derivations.

Fully worked solutions to all problems are available to instructors, and these can
be found at www.cambridge.org/MPP. In addition, to aid the preparation of new
courses, PowerPoint slides covering most of the material in this book are available
at the same location, as are all of the images in this book.


www.cambridge.org/MPP
www.cambridge.org/MPP
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Introduction

The purpose of this chapter is to provide a brief introduction to the Standard
Model of particle physics. In particular, it gives an overview of the fundamen-
tal particles and the relationship between these particles and the forces. It also
provides an introduction to the interactions of particles in matter and how they
are detected and identified in the experiments at modern particle colliders.

1.1 The Standard Model of particle physics

Particle physics is at the heart of our understanding of the laws of nature. It is
concerned with the fundamental constituents of the Universe, the elementary par-
ticles, and the interactions between them, the forces. Our current understanding is
embodied in the Standard Model of particle physics, which provides a unified pic-
ture where the forces between particles are themselves described by the exchange
of particles. Remarkably, the Standard Model provides a successful description
of all current experimental data and represents one of the triumphs of modern
physics.

1.1.1 The fundamental particles

In general, physics aims to provide an effective mathematical description of a phys-
ical system, appropriate to the energy scale being considered. The world around us
appears to be formed from just a few different particles. Atoms are the bound states
of negatively charged electrons (e™) which orbit around a central nucleus com-
posed of positively charged protons (p) and electrically neutral neutrons (n). The
electrons are bound to the nucleus by the electrostatic attraction between opposite
charges, which is the low-energy manifestation of the fundamental theory of elec-
tromagnetism, namely Quantum Electrodynamics (QED). The rich structure of the
properties of the elements of the periodic table emerges from quantum mechan-
ics, which dictates the precise electronic structure of the different atoms. In the
atomic nucleus, the protons and neutrons are bound together by the strong nuclear
force, which is a manifestation of the fundamental theory of strong interactions,
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The Universe at different energy scales, from atomic physics to modern particle physics at the TeV scale.

called Quantum Chromodynamics (QCD). The fundamental interactions of parti-
cle physics are completed by the weak force, which is responsible for the nuclear
[3-decays of certain radioactive isotopes and the nuclear fusion processes that fuel
the Sun. In both nuclear 3-decay and nuclear fusion, another particle, the nearly
massless electron neutrino (v.) is produced. Almost all commonly encountered
physical phenomena can be described in terms of the electron, electron neutrino,
proton and neutron, interacting by the electromagnetic, strong and weak forces.
The picture is completed by gravity, which although extremely weak, is always
attractive and is therefore responsible for large-scale structure in the Universe. This
is an appealingly simple physical model with just four “fundamental” particles
and four fundamental forces. However, at higher energy scales, further structure
is observed, as indicated in Figure 1.1. For example, the protons and neutrons
are found to be bound states of (what are believed to be) genuinely fundamen-
tal particles called quarks, with the proton consisting of two up-quarks and a
down-quark, p(uud), and the neutron consisting of two down-quarks and an
up-quark, n(ddu).

The electron, the electron neutrino, the up-quark and down-quark are known
collectively as the first generation. As far as we know, they are elementary particles,
rather than being composite, and represent the basic building blocks of the low-
energy Universe. However, when particle interactions are studied at the energy
scales encountered in high-energy particle colliders, further complexity is revealed.
For each of the four first-generation particles, there are exactly two copies which
differ only in their masses. These additional eight particles are known as the second
and third generations. For example, the muon (™) is essentially a heavier version
of the electron with mass my, ~ 200 m., and the third generation tau-lepton (t7) is
an even heavier copy with my = 3500 m.. Apart from the differences in masses,
which have physical consequences, the properties of the electron, muon and tau-
lepton are the same in the sense that they possess exactly the same fundamental
interactions.

It is natural to ask whether this pattern is repeated and that there are further gen-
erations of particles. Perhaps surprisingly, this seems not to be the case; there is
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Table1.1 The twelve fundamental fermions divided into quarks and leptons.

The masses of the quarks are the current masses.

Leptons Quarks
Particle (0] mass/GeV Particle (0] mass/GeV
First electron (e?) -1 0.0005 down d -1/3 0.003
generation  neutrino (Ve) 0 <10~ up (w) +2/3 0.005
Second muon (w) -1 0.106 strange (s) -1/3 0.1
generation  neutrino (Vw) 0 <107 charm (c) +2/3 1.3
Third tau () -1 1.78 bottom (b) -1/3 4.5
generation  neutrino (Vo) 0 <107 top (t) +2/3 174
First generation Ve e d u
Vi u s c

Second generation

Third generation v :b

The particlesin the three generations of fundamental fermions with the masses indicated by imagined spher-
ical volumes of constant density. In reality, fundamental particles are believed to be point-like.

strong experimental evidence that there are just three generations; hence the matter
content of the Universe appears to be in the form of the twelve fundamental spin-
half particles listed in Table 1.1. There is a subtlety when it comes to the description
of the neutrinos; the ve, v, and v, are in fact quantum-mechanical mixtures of the
three fundamental neutrino states with well-defined masses, labelled simply vy, v2
and v3. This distinction is only important in the discussion of the behaviour of
neutrinos that propagate over large distances, as described in Chapter 13. Whilst
it is known that the neutrinos are not massless, the masses are sufficiently small
that they have yet to be determined. From the upper limits on the possible neutrino
masses, it is clear that they are at least nine orders of magnitude lighter than the
other fermions. Apart from the neutrinos, the masses of the particles within a par-
ticular generation are found to be rather similar, as illustrated in Figure 1.2. Whilst
it is likely that there is some underlying reason for this pattern of masses, it is not
currently understood.
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Table1.2 The forces experienced by different particles.

strong electromagnetic weak
down-t d b
Quarks own-type S Y
up-type u © t
harged = - - v v
Leptons ¢ arge © W v
neutrinos Ve Vau vy v

The dynamics of each of the twelve fundamental fermions are described by the
Dirac equation of relativistic quantum mechanics, which is the subject of Chapter 4.
One important consequence of the Dirac equation is that for each of the twelve
fermions there exists an antiparticle state with exactly the same mass, but opposite
charge. Antiparticles are denoted either by their charge or by a bar over the corre-
sponding particle symbol. For example, the anti-electron (which is known as the
positron) is denoted by e*, and the anti-up-quark is written u.

Quarks and leptons

The particles interact with each other through the four fundamental forces, grav-
ity, electromagnetism, the strong force and the weak force. The gravitational force
between two individual particles is extremely small and can be neglected in the dis-
cussion of particle interactions. The properties of the twelve fundamental fermions
are categorised by the types of interaction that they experience, as summarised
in Table 1.2. All twelve fundamental particles “feel” the weak force and undergo
weak interactions. With the exception of the neutrinos, which are electrically neu-
tral, the other nine particles are electrically charged and participate in the electro-
magnetic interaction of QED. Only the quarks carry the QCD equivalent of electric
charge, called colour charge. Consequently, only the quarks feel the strong force.
Because of the nature of the QCD interaction, quarks are never observed as free
particles, but are always confined to bound states called hadrons, such as the pro-
ton and neutron. Because the quarks feel the strong force, their properties are very
different from those of the electron, muon, tau-lepton and the neutrinos, which are
collectively referred to as the leptons.

1.1.2 The fundamental forces

In classical electromagnetism, the electrostatic force between charged particles can
be described in terms of a scalar potential. This classical description of a force
arising from a potential is unsatisfactory on a number of levels. For example, when
an electron scatters in the electrostatic potential of a proton, there is a transfer of
momentum from one particle to the other without any apparent mediating body.
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e e e

The scattering of two electrons in QED by the exchange of a photon. With time running from left to right, the
diagrams indicate the two possible time-orderings.

Regarding this apparent action-at-a-distance, Newton famously wrote “If is incon-
ceivable that inanimate brute matter should, without the mediation of something
else which is not material, operate upon and affect other matter without mutual
contact”. Whilst it is convenient to express classical electromagnetism in terms of
potentials, it hides the fundamental origin of the electromagnetic interaction.

In modern particle physics, each force is described by a Quantum Field Theory
(QFT). In the case of electromagnetism this is the theory of Quantum Electro-
dynamics (QED), where the interactions between charged particles are mediated
by the exchange of virfual photons; the meaning of the term virtual is explained in
Chapter 5. By describing a force in terms of particle exchange, there is no longer
any mysterious action at a distance. As an example, Figure 1.3 shows the interac-
tion between two electrons by the exchange of a photon. In the first diagram, the
upper electron emits a photon, which at a later time is absorbed by the lower elec-
tron. The effect is to transfer momentum from one electron to the other, and it is
this transfer of momentum which manifests itself as a force. The second diagram
shows the other possible time-ordering with the lower electron emitting the photon
that is subsequently absorbed by the upper electron. Since the exchanged particle
is not observed, only the combined effect of these two time-ordered diagrams is
physically meaningful.

Each of the three forces of relevance to particle physics is described by a QFT
corresponding to the exchange of a spin-1 force-carrying particle, known as a
gauge boson. The familiar spin-1 photon is the gauge boson of QED. In the case
of the strong interaction, the force-carrying particle is called the gluon which, like
the photon, is massless. The weak charged-current interaction, which is responsi-
ble for nuclear [3-decay and nuclear fusion, is mediated by the charged W* and W~
bosons, which are approximately eighty times more massive than the proton. There
is also a weak neutral-current interaction, closely related to the charged current,
which is mediated by the electrically neutral Z boson. The relative strengths of
the forces associated with the different gauge bosons are indicated in Table 1.3. It
should be noted that these numbers are only indicative as the strengths of the forces
depend on the distance and energy scale being considered.
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Table 1.3 The four known forces of nature. The relative strengths are approximate indicative values for two

fundamental particles at a distance of 1fm = 10" m (roughly the radius of a proton).

Force Strength Boson Spin Mass/GeV
Strong 1 Gluon g 1 0
Electromagnetism 1073 Photon Y 1 0

- W boson W= 1 80.4
Weak 10 Z boson z 1 912
Gravity 1077 Graviton? G 2 0

1.1.3 The Higgs boson

The final element of the Standard Model is the Higgs boson, which was discovered
by the ATLAS and CMS experiments at the Large Hadron Collider (LHC) in 2012.
The Higgs boson, which has a mass

my ~ 125 GeV,

differs from all other Standard Model particles. Unlike, the fundamental fermions
and the gauge bosons, which are respectively spin-half and spin-1 particles, the
Higgs boson is spin-0 scalar particle. As conceived in the Standard Model, the
Higgs boson is the only fundamental scalar discovered to date.

The Higgs boson plays a special role in the Standard Model; it provides the
mechanism by which all other particles acquire mass. Without it the Universe
would be a very different, all the particles would be massless and would propa-
gate at the speed of light! In QFT, the Higgs boson can be thought of as an excita-
tion of the Higgs field. Unlike the fields associated with the fundamental fermions
and bosons, which have zero expectation values in the vacuum, the Higgs field
is believed to have a non-zero vacuum expectation value. It is the interaction of
the initially massless particles with this non-zero Higgs field that gives them their
masses. The discovery of a Higgs-like particle at the LHC represented a remark-
able validation of the theoretical ideas which constitute the Standard Model. The
mathematical details of the Higgs mechanism, which are subtle, are discussed in
detail in Chapter 17. The masses of the W*, Z and H bosons are all of the order of
100 GeV, which is known as the electroweak scale. This doesn’t happen by chance;
in the Standard Model, the masses of the weak gauge bosons are intimately con-
nected to the Higgs mechanism.

1.1.4 The Standard Model vertices

The nature of the strong, electromagnetic and weak forces are determined by the
properties of the bosons of the associated quantum field theory, and the way in
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The Standard Model interaction vertices.

which the gauge bosons couple to the spin-half fermions. The coupling of the gauge
bosons to the fermions is described by the Standard Model interaction vertices,
shown in Figure 1.4. In each case, the interaction is a three-point vertex of the
gauge boson and an incoming and outgoing fermion. For each type of interaction
there is an associated coupling strength g. For QED the coupling strength is simply
the electron charge, goep = e = +|e|.

A particle couples to a force-carrying boson only if it carries the charge of the
interaction. For example, only electrically charged particles couple to the photon.
Only the quarks carry the colour charge of QCD, and hence only quarks partici-
pate in the strong interaction. All twelve fundamental fermions carry the charge
of the weak interaction, known as weak isospin, and therefore they all partici-
pate in the weak interaction. The weak charged-current interaction does not cor-
respond to the usual concept of a force as it couples together different flavour
fermions. Since the W* and W~ bosons have charges of +e¢ and —e respectively,
in order to conserve electric charge, the weak charged-current interaction only
couples together pairs of fundamental fermions that differ by one unit of electric
charge. In the case of the leptons, by definition, the weak interaction couples a
charged lepton with its corresponding neutrino,

() (e ()

For the quarks, the weak interaction couples together all possible combinations
differing by one unit of charge,

(&) G} G G G- G)-6)

The strength of the weak charged-current coupling between the charge +% up-
type quarks (u, c, t) and the charge —% down-type quarks (d, s, b) is greatest for
quarks of the same generation. Since the weak interaction is the only known force
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The scattering of two fermions, denoted f, by the exchange of the boson, X. The strength of the fundamental
interaction at each of the two three-point ffX vertices is denoted by the coupling constant g.

for which the incoming and outgoing fermions are different, the weak charged-
current interaction is particularly important when considering particle decays as it
introduces a change of flavour.

The strength of the fundamental interaction between the gauge boson and a
fermion is determined by the coupling constant g, which can be thought of as a
measure of the probability of a spin-half fermion emitting or absorbing the boson
of the interaction. Put more precisely, the quantum-mechanical transition matrix
element for an interaction process includes a factor of the coupling constant g for
each interaction vertex. For example, the matrix element for the scattering process
indicated by Figure 1.5 contains two factors of g, one at each vertex, and therefore

M g2

Hence, the interaction probability, which is proportional to the matrix element
squared, IM|? = MM, contains a factor g2 from each interaction vertex, thus in
this example

IMP o g,

Rather than working with the coupling constant itself, it is often more convenient to
use the associated dimensionless constant, & oc g*. In the case of electromagnetism
this is the familiar fine-structure constant

&2

¢= 4ntephc

One advantage of writing the coupling strength in terms of a dimensionless con-
stant is that the numerical value is independent of the system of units used for
a calculation. In addition, the quantum-mechanical probability of the interaction
includes a single factor of a for each interaction vertex. The intrinsic strength
of the electromagnetic interaction is given by the size of fine-structure constant
a=1/137. The QCD interaction is intrinsically stronger with ag ~ 1. The intrin-
sic strength of the weak interaction, with aw ~ 1/30, is in fact greater than that
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The Feynman diagram for the scattering processa + b — ¢ + d and the two time-ordered processes that
it represents.

of QED. However, the large mass of the associated W boson means that at rela-
tively low-energy scales, such as those encountered in particle decays, the weak
interaction is (as its name suggests) very much weaker than QED.

1.1.5 Feynman diagrams

Feynman diagrams are an essential part of the language of particle physics. They
are a powerful representation of transitions between states in quantum field the-
ory and represent all possible time-orderings in which a process can occur. For
example, the generic Feynman diagram for the process a + b — ¢ + d, involving
the exchange of boson X, shown in Figure 1.6, represents the sum of the quantum
mechanical amplitudes for the two possible time-orderings. It should be remem-
bered that in a Feynman diagram time runs from left to right but only in the sense
that the left-hand side of a Feynman diagram represents the initial state, in this case
particles a and b, and the right-hand side represents the final state, here c and d. The
central part of the Feynman diagram shows the particles exchanged and the Stan-
dard Model vertices involved in the interaction, but not the order in which these
processes occurred. Feynman diagrams are much more than a pictorial represen-
tation of the fundamental physics underlying a particular process. From Quantum
Field Theory it is possible to derive simple Feynman rules associated with the ver-
tices and virtual particles in a Feynman diagram. Once the Feynman diagram has
been drawn, it is straightforward to write down the quantum-mechanical transi-
tion matrix element using the relevant Feynman rules, thus avoiding the need to
calculate each process from first principles in Quantum Field Theory.

In general, for each process considered, there will be an infinite number of
Feynman diagrams that can be drawn. For example, Figure 1.7 shows Feynman
diagrams for the scattering of two electrons by the exchange of either one or two
photons. Both diagrams have the same initial and final state, and therefore corre-
spond to the same physical process, e"e~ — e”e™. Each interaction vertex is associ-
ated with a factor e in the matrix element, or equivalently a factor of « in the matrix
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Two Feynman diagrams fore"e™ — e~e™ scattering.

element squared. Thus, the matrix element squared for the diagram involving a sin-
gle photon exchange and two vertices is proportional to %, and that involving two
photons and four vertices is proportional to a*,
IM|oco? and M| oo,

Because the coupling strength of the electromagnetic interaction is relatively small,
@ ~ 1/137, the diagram with four vertices is suppressed by a factor O(10*) relative
to the diagram with two vertices. In the language of perturbation theory, only the
lowest-order term is significant. Consequently, for almost all processes that will be
encountered in this book, only the simplest (i.e. lowest-order) Feynman diagram
needs to be considered.

For reasons that will become clear in Chapter 4, antiparticles are drawn in Feyn-
man diagrams with arrows pointing in the “backwards in time” direction. In the
Standard Model, particles and antiparticles can be created or annihilated only in
pairs. This means that the arrows on the incoming and outgoing fermion lines in
Standard Model vertices are always in the same sense and flow through the vertex;
they never both point towards or away from the vertex.

1.1.6 Particle decays

Most particles decay with a very short lifetime. Consequently, only the relatively
few stable and long-lived types of particle are detected in particle physics exper-
iments. There are twelve fundamental spin-half particles (and the twelve corre-
sponding antiparticles), but they are not all stable. For a particle to decay there
must be a final state with lower total rest mass that can be reached by a process with
a Feynman diagram constructed from the Standard Model vertices. Decays of the
fundamental particles all involve the weak charged current which has the only inter-
action vertex that allows for a change in flavour. For example, since m, > m. and
the neutrinos are almost massless, the muon can decay via u~ — e VeV, through
the weak charged-current process with the Feynman diagram of Figure 1.8. Similar
diagrams can be drawn for the tau-lepton. Since the electron is the lightest charged
lepton, there is no corresponding weak decay process which conserves energy and
momentum and consequently the electron is stable.
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The Feynman diagram for muon decay. The arrow in the “negative time direction” denotes an antiparticle, in
this case an electron antineutrino (ve).
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The three types of observed hadronic states.

Because of the nature of the QCD interaction, quarks are never observed as free
particles but are always found confined in bound states, known as hadrons. Con-
sequently their decays need to be considered in the context of these bound states.
The only hadronic states that have been observed to date, indicated in Figure 1.9,
are the mesons which consist of a quark and an antiquark (qq), the baryons which
consist of three quarks (qqq), and the antibaryons consisting of three antiquarks
(@qq.

Many hadronic states have been observed. These correspond to different com-
binations of quark flavours and different internal angular momenta states. Each of
these distinct states is observed as a particle with a particular mass, which is not
just the sum of the masses of the constituent quarks, but includes a large contri-
bution from the QCD binding energy. The total angular momentum of a hadron,
which is referred to as its spin, depends on the orbital angular momentum between
the constituent quarks and the overall spin state. Hadronic states can be labelled by
their flavour content, i.e. the type of quarks they contain, their total angular momen-
tum J, and their parity P, which is an observable quantum number reflecting the
symmetry of the wavefunction under the transformation r — —r. For example, the
positively charged pion mt*(ud), which is the lightest meson state consisting of an
up-quark and an anti-down-quark, has spin-parity J” =0~. The masses and life-
times for a number of commonly encountered hadrons are given in Appendix C.

The only stable hadron is the proton, which is the lightest system of three quarks
with m, =938.3 MeV =1.673 X 10727 kg. As a free particle, the neutron with mass
my =939.6 MeV, decays with a lifetime of about 15 min via the weak interaction
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process n— pe~ V.. Although a free neutron can decay, when bound within a
nucleus, the change in nuclear binding energy is usually larger than the proton—
neutron mass difference, and under these circumstances the neutron behaves as a
stable particle. All other hadronic states decay, usually very rapidly.

Whilst particle decay rates depend on a number of factors, the most important is
the type of fundamental interaction involved in the decay. For example, Figure 1.10
shows two possible Feynman diagrams for the decay of the p® meson, p® — m*m~.
The first diagram is a strong decay involving the exchange of a gluon. The second
diagram is an electromagnetic process. The respective matrix elements depend on
the coupling strengths of the strong and electromagnetic forces,

I/\/(gl2 oc aé and I/\/(\,l2 o« @’

Because ag is two orders of magnitude greater than «, the contribution from the
strong decay Feynman diagram dominates.

The above example illustrates an important point; if a particle can decay by the
strong interaction this will almost always dominate over any possible electromag-
netic or weak decay processes. Similarly, electromagnetic decay modes will dom-
inate over weak interaction processes. To illustrate this point, Figure 1.11 shows
the lifetimes of a selection of hadrons divided according to whether the dominant
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decay mode is a strong, electromagnetic or weak interaction. Particles where only
weak decay processes are possible are relatively long-lived (at least in the context
of particle physics). Nevertheless, because the charged-current weak interaction
produces a change of flavour at the interaction vertex, the weak interaction plays
an important role in the decays of many particles for which electromagnetic and
strong decay modes are not possible. Because many particles have very short life-
times, only their decay products are observed in particle physics experiments.

1.2 Interactions of particles with matter

Particle physics experiments are designed to detect and identify the particles pro-
duced in high-energy collisions. Of the particles that can be produced, only the
electron, proton, photon and the effectively undetectable neutrinos are stable.
Unstable particles will travel a distance of order yvt before decaying, where 7 is the
mean lifetime (in the rest frame of the particle) and y = 1/ 4/1 — v2/c? is the Lorentz
factor accounting for relativistic time dilation. Relativistic particles with lifetimes
greater than approximately 107! s will propagate over several metres when pro-
duced in high-energy particle collisions and thus can be directly detected. These
relatively long-lived particles include the muon p*, the neutron n(ddu), the charged
pions n+(ua)/n‘(dﬁ), and the charged kaons K*(us)/K™(su). Short-lived particles
with lifetimes of less than 107'%s will typically decay before they travel a signif-
icant distance from the point of production and only their decay products can be
detected.

The stable and relatively long-lived particles form the observables of particle
physics collider experiments. The techniques employed to detect and identify the
different particles depends on the nature of their interactions in matter. Broadly
speaking, particle interactions can be divided into three categories: (i) the inter-
actions of charged particles; (ii) the electromagnetic interactions of electrons and
photons; and (iii) the strong interactions of charged and neutral hadrons.

1.2.1 Interactions and detection of charged particles

When a relativistic charged particle passes through a medium, it interacts electro-
magnetically with the atomic electrons and loses energy through the ionisation of
the atoms. For a singly charged particle with velocity v = Sc traversing a medium
with atomic number Z and number density n, the ionisation energy loss per unit
length traversed is given by the Bethe—Bloch equation,

d—E ~ —4nhtcta? nZ2 {ln [2ﬁ27262me} —ﬂz}.
dx MeV I

(1.1
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The ionisation energy loss curves for a singly charged particle traversing lead, iron, carbon and gaseous
helium. Adapted from Beringer et al. (2012).

Here [, is the effective ionisation potential of the material averaged over all atomic
electrons, which is very approximately given by I. ~10ZeV. For a particular
medium, the rate of the ionisation energy loss of a charged particle is a function of
its velocity. Owing to the 1/v? term in the Bethe—Bloch equation, dE/dx is greatest
for low-velocity particles. Modern particle physics is mostly concerned with highly
relativistic particles where v = c. In this case, for a given medium, d£/dx depends
logarithmically on (8y)?, where
[V T C—

resulting in a slow “relativistic rise” of the rate of ionisation energy loss that is
evident in Figure 1.12.

The rate of ionisation energy loss does not depend significantly on the material
except through its density p. This can be seen by expressing the number density of
atoms as n = p/(Am,), where A is the atomic mass number and m,, = 1.66 X 1077 kg
is the unified atomic mass unit. Hence (1.1) can be written

pdx  mevim, A I.

2.2.2 272, 2

1dE  4nh’c’a g{ln[Zﬂymec]_ﬂz}’ (12)
and it can be seen that dE/dx is proportional to Z/A. Because nuclei consist of
approximately equal numbers of protons and neutrons, Z/A is roughly constant and
thus the rate of energy loss by ionisation is proportional to density but otherwise
does not depend strongly on the material. This can be seen from Figure 1.12, which
shows the ionisation energy loss (in units of MeV g~! cm?) as a function of By for
a singly charged particle in helium, carbon, iron and lead. Particles with Sy = 3,
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which corresponds to the minimum in the ionisation energy loss curve, are referred
to as minimum ionising particles.

All charged particles lose energy through the ionisation of the medium in which
they are propagating. Depending on the particle type, other energy-loss mecha-
nisms maybe present. Nevertheless, for muons with energies below about 100 GeV,
ionisation is the dominant energy-loss process. As a result, muons travel significant
distances even in dense materials such as iron. For example, a 10 GeV muon loses
approximately 13 MeV cm™! in iron and therefore has a range of several metres.
Consequently, the muons produced at particle accelerators are highly penetrating
particles that usually traverse the entire detector, leaving a trail of ionisation. This
feature can be exploited to identify muons; all other charged particles have other
types of interactions in addition to ionisation energy loss.

Tracking detectors

The detection and measurement of the momenta of charged particles is an essential
aspect of any large particle physics experiment. Regardless of the medium through
which a charged particle travels, it leaves a trail of ionised atoms and liberated
electrons. By detecting this ionisation it is possible to reconstruct the trajectory
of a charged particle. Two main tracking detector technologies are used. Charged
particle tracks can detected in a large gaseous tracking volume by drifting the liber-
ating electrons in a strong electric field towards sense wires where a signal can be
recorded. However, in recent particle physics experiments, for example the ATLAS
and CMS experiments at the LHC, there has been a move to using tracking detec-
tors based on semiconductor technology using silicon pixels or strips.

When a charged particle traverses an appropriately doped silicon wafer, electron—
hole pairs are created by the ionisation process, as indicated by Figure 1.13. If a
potential difference is applied across the silicon, the holes will drift in the direction
of the electric field where they can be collected by p—n junctions. The sensors can
be shaped into silicon strips, typically separated by O(25 um), or into silicon pix-
els giving a precise 2D space point. The signals are not small; in crossing a typical
silicon wafer, a charged particle will liberate O(10 000) electron—hole pairs that,

p-type Amplified
silicon signal
> | L | (L
~250 um n-type Vv
silicon T N

The production and collection of charge in a silicon tracking sensor.
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The principle of charged particle track reconstruction from the space points observed in a (five-layer) silicon
tracking detector. The curvature in the xy-plane determines the transverse momentum.

with appropriate amplification electronics, gives a clear signal associated with the
strip/pixel on which the charge was collected.

Silicon tracking detectors typically consist of several cylindrical surfaces of sil-
icon wafers, as indicated in Figure 1.14. A charged particle will leave a “hit” in
a silicon sensor in each cylindrical layer from which the trajectory of the charged
particle track can be reconstructed. The tracking system is usually placed in a large
solenoid producing an approximately uniform magnetic field in the direction of
axis of the colliding beams, taken to be the z-axis. Owing to the v X B Lorentz
force, the trajectory of a charged particle in the axial magnetic field is a helix with
a radius of curvature R and a pitch angle A, which for a singly charged particle
(Igl = e) are related to its momentum by

pcosd = 0.3BR,

where the momentum p is given in GeV/c, B is the magnetic flux density in tesla
and R is in metres. Hence by determining the parameters of the helical trajectory
from the measured hits in the tracking detectors, R and A can be obtained and thus
the momentum of the particle can be reconstructed. For high-momentum particles,
the radius of curvature can be large. For example, the radius of curvature of a
100 GeV nt* in the 4 T magnetic field of the super-conductor solenoid of the CMS
experiment is R ~ 100 m. Even though such charged particle tracks appear almost
straight, the small deflection is easily measured using the precise space-points from
the silicon strip detectors.

Scintillation detectors

Organic scintillators are used extensively in modern particle physics experiments
as a cost effective way to detect the passage of charged particles where precise
spatial information is not required. In particular, detectors based on plastic and
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liquid scintillators have been used in a number of recent neutrino experiments. In an
organic scintillator, the passage of a charged particle leaves some of the molecules
in an excited state. In a scintillator, the subsequent decay of the excited state results
in the emission of light in the ultraviolet (UV) region. By adding fluorescent dyes
to the scintillator, the molecules of the dye absorb the UV light and re-emit it as
photons in the blue region. The blue light can be detected by using photomultiplier
devices which are capable of detecting single optical photons.

Cerenkov radiation

Charged particles can also be detected through their emission of Cerenkov radia-
tion. When a charged particle traverses a dielectric medium of refractive index n it
polarises the molecules in the medium. After its passage, the molecules return to
the unpolarised state through the emission of photons. If the velocity of the particle
is greater than the speed of light in that medium, v > ¢/n, constructive interference
occurs and Cerenkov radiation is emitted as a coherent wavefront at a fixed angle
0 to the trajectory of the charged particle, analogous to the sonic boom produced
by supersonic aircraft. The angle at which the radiation is emitted is given by the
geometrical construction shown in Figure 1.15. In a time ¢, the particle travels a
distance Sct. In this time the wavefront emitted at # = 0 has travelled a distance ct/n
and therefore the angle 6 at which the radiation is produced is given by

1
0=—.
cos o

The photons emitted as Cerenkov radiation can be detected using photo-multiplier
tubes (PMTs), capable of detecting a single photon with reasonable efficiency.
Cerenkov radiation can be used to detect relativistic particles in large volumes of
transparent liquid (for example water) as has been used extensively in the detection

The geometry of the emission of Cerenkov radiation.



18

Introduction

of neutrinos. Furthermore, Cerenkov radiation is emitted only when 8> 1/n. This
threshold behaviour can be utilised to aid the identification of particles of a given
momentum p; for a relativistic particle 8=pc/E =p/(p> + m*c?)"/? and therefore
only particles with mass

mc < (n2 - 1)1/2p,

will produce Cerenkov radiation.

1.2.2 Interactions and detection of electrons and photons

At low energies, the energy loss of electrons is dominated by ionisation. How-
ever, for energies above a “critical energy” E., the main energy loss mechanism
is bremsstrahlung (German for braking radiation), whereby the electron radiates a
photon in the electrostatic field of a nucleus, as shown in Figure 1.16. The critical
energy is related to the charge Z of the nucleus and is approximately

800
E. ~ —MeV.
Z

The electrons of interest in most particle physics experiments are in the multi-
GeV range, significantly above the critical energy, and therefore interact with mat-
ter primarily through bremsstrahlung. The bremsstrahlung process can occur for
all charged particles, but the rate is inversely proportional to the square of the
mass of the particle. Hence, for muons the rate of energy loss by bremsstrahlung
is suppressed by (m, /mu)2 relative to that for electrons. It is for this reason that
bremsstrahlung is the dominant energy-loss process for electrons, but ionisation
energy loss dominates for muons (except at very high energies, E, > 100 GeV,
where bremsstrahlung also contributes).

At low energies, photons interact in matter primarily by the photoelectric effect,
whereby the photon is absorbed by an atomic electron that is ejected from the
atom. At somewhat higher energies, E, ~ 1 MeV, the Compton scattering process
ve~ — ye~ becomes significant. At higher energies still, £, > 10 MeV, the interac-
tions of photons are dominated by e*e™ pair production in the field of the nucleus,
as shown in Figure 1.16.

e Y e
e e’
v Y
Ze
N N N Ze N

The bremsstrahlung and e*e™ pair-production processes. N is a nucleus of charge +Ze.
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The electromagnetic interactions of high energy electrons and photons in matter
are characterised by the radiation length Xo. The radiation length is the average
distance over which the energy of an electron is reduced by bremsstrahlung by a
factor of 1/e. It is also approximately 7/9 of the mean free path of the e*e™ pair-
production process for a high-energy photon. The radiation length is related to the
atomic number Z of the material, and can be approximated by the expression

|
Xo ~ ,
07 4anz221n (287/21/2)

where n is the number density of nuclei and r, is the “classical radius of the elec-
tron” defined as

&2

Fe =28x%x10""m.

B Amegmec?
For high-Z materials the radiation length is relatively short. For example, iron and
lead have radiation lengths of Xy(Fe) = 1.76 cm and Xy(Pb) = 0.56 cm.

Electromagnetic showers

When a high-energy electron interacts in a medium it radiates a bremsstrahlung
photon, which in turn produces an e*e™ pair. The process of bremsstrahlung and
pair production continues to produce a cascade of photons, electrons and positrons,
referred to as an electromagnetic shower, as indicated in Figure 1.17. Similarly, the
primary interaction of a high-energy photon will produce an e*e™ pair that will
then produce an electromagnetic shower.

The number of particles in an electromagnetic shower approximately doubles
after every radiation length of material traversed. Hence, in an electromagnetic
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The development of an electromagnetic shower where the number of particles roughly doubles after each
radiation length.



20

Introduction

shower produced by an electron or photon of energy F, the average energy of the
particles after x radiation lengths is

E
(E)~ . (1.3)

The shower continues to develop until the average energy of the particles falls
below the critical energy E., at which point the electrons and positrons in the cas-
cade lose energy primarily by ionisation. The electromagnetic shower therefore
has the maximum number of particles after x,,, radiation lengths, given by the
condition (E) = E.. From (1.3) it can be seen that this point is reached after

In(E/E.)
Xmax = n2

radiation lengths. In a high-Z material, such as lead with E. ~ 10 MeV, a 100 GeV
electromagnetic shower reaches is maximum after x,,,, ~ 13 Xo. This corresponds
to less than 10 cm of lead. Consequently, electromagnetic showers deposit most of
their energy in a relatively small region of space. The development of a shower
is a stochastic process consisting of a number of discrete interactions. However,
because of the large numbers of particles involved, which is of order 2*»x  the
fluctuations in the development of different electromagnetic showers with the same
energy are relatively small and individual electromagnetic showers of the same
energy are very much alike.

Electromagnetic calorimeters

In high-energy particle physics experiments, the energies of electrons and pho-
tons are measured using an electromagnetic calorimeter constructed from high-Z
materials. A number of different technologies can be used. For example, the elec-
tromagnetic calorimeter in the CMS detector at the LHC is constructed from an
array of 75 000 crystals made from lead tungstate (PbWOQ,), which is an inorganic
scintillator. The crystals are both optically transparent and have a short radiation
length Xy =0.83 cm, allowing the electromagnetic showers to be contained in a
compact region. The electrons in the electromagnetic shower produce scintillation
light that can be collected and amplified by efficient photon detectors. The amount
of scintillation light produced is proportional to the total energy of the original elec-
tron/photon. Alternatively, electromagnetic calorimeters can be constructed from
alternating layers of a high-Z material, such as lead, and an active layer in which
the ionisation from the electrons in the electromagnetic shower can be measured.
For the electromagnetic calorimeters in large particle physics detectors, the energy
resolution for electrons and photons is typically in the range

g 3% -10%
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1.2.3 Interactions and detection of hadrons

Charged hadrons (for example, protons and charged pions) lose energy continu-
ously by the ionisation process as they traverse matter. In addition, both charged
and neutral hadrons can undergo a strong interaction with a nucleus of the medium.
The particles produced in this primary hadronic interaction will subsequently inter-
act further downstream in the medium, giving rise to a cascade of particles. The
development of hadronic showers is parameterised by the nuclear interaction inter-
action length A; defined as the mean distance between hadronic interactions of
relativistic hadrons. The nuclear interaction length is significantly larger than the
radiation length. For example, for iron A; ~ 17 cm, compared to its radiation length
of 1.8cm.

Unlike electromagnetic showers, which develop in a uniform manner, hadronic
showers are inherently more variable because many different final states can be
produced in high-energy hadronic interactions. Furthermore, any ni’s produced in
the hadronic shower decay essentially instantaneously by ni’ — vy, leading to an
electromagnetic component of the shower. The fraction of the energy in this elec-
tromagnetic component will depend on the number of ni’s produced and will vary
from shower to shower. In addition, not all of the energy in a hadronic shower is
detectable; on average 30% of incident energy is effectively lost in the form of
nuclear excitation and break-up.

Hadron calorimeters

In particle detector systems, the energies of hadronic showers are measured in
a hadron calorimeter. Because of the relatively large distance between nuclear
interactions, hadronic showers occupy a significant volume in any detector. For
example, in a typical hadron calorimeter, the shower from a 100 GeV hadron has
longitudinal and lateral extents of order 2m and 0.5 m respectively. Therefore a
hadron calorimeter necessarily occupies a large volume. A number of different
technologies have been used to construct hadron calorimeters. A commonly used
technique is to use a sandwich structure of thick layers of high-density absorber
material (in which the shower develops) and thin layers of active material where
the energy depositions from the charged particles in the shower are sampled. For
example, the hadron calorimeter in the ATLAS experiment at the LHC consists of
alternating layers of steel absorber and plastic scintillator tiles. The signals in the
different layers of the scintillator tiles are summed to give a measure of the energy
of the hadronic shower. Fluctuations in the electromagnetic fraction of the shower
and the amount of energy lost in nuclear break-up limits the precision to which the
energy can be measured to

op _ _50%
E = VE/GeV’
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which is roughly an order of magnitude worse than the energy resolution for elec-
tromagnetic showers.

1.3 Collider experiments
|

At a particle accelerator, the colliding beams produce individual interactions
referred to as events. The large particle physics detector systems use a wide range of
technologies to detect and measure the properties of the particles produced in these
high-energy collisions with the aim of reconstructing the primary particles pro-
duced in the interaction. In essence, one tries to go from the signals in the different
detector systems back to the Feynman diagram responsible for the interaction.
The basic structure of a modern particle physics detector is indicated in
Figure 1.18. In general, a detector consists of a cylindrical (or polygonal) barrel
part, with its axis parallel to the incoming colliding beams. The cylindrical struc-
ture is closed by two flat end caps, providing almost complete solid angle cov-
erage down to the beam pipe. The inner region of the detector is devoted to the
tracking of charged particles. The tracking volume is surrounded by an electro-
magnetic calorimeter (ECAL) for detecting electrons and photons. The relatively
large-volume hadronic calorimeter (HCAL) for detecting and measuring the ener-
gies of hadrons is located outside the ECAL. Dedicated detectors are positioned
at the outside of the experiment to record the signals from any high-energy muons
produced in the collisions, which are the only particles (apart from neutrinos) that
can penetrate through the HCAL. In order to be able to measure the momenta of

__,V
.
“+
Y
HCAL ECAL Tracking detector Muon detectors

The typical layout of a large particle physics detector consisting of a tracking system (here shown with cylin-
drical layers of a silicon detector), an electromagnetic calorimeter (ECAL), a hadron calorimeter (HCAL) and
muon detectors. The solenoid used to produce the magnetic field is not shown. The typical signatures pro-
duced by different particles are shown.
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charged particles, a detector usually has a solenoid which produces a strong axial
magnetic field in the range B =1-4T. The solenoid may be located between the
tracking volume and the calorimeters.

The design of a collider experiment is optimised for the identification and energy
measurement of the particles produced in high-energy collisions. The momenta
of charged particles are obtained from the curvature of the reconstructed tracks.
The energies of neutral particles are obtained from the calorimeters. Particle iden-
tification is achieved by comparing the energy deposits in the different detector
systems as indicated in Figure 1.18. Photons appear as isolated energy deposits
in the ECAL. Electrons are identified as charged-particle tracks that are asso-
ciated with an electromagnetic shower in the ECAL. Neutral hadrons will usu-
ally interact in the HCAL and charged hadrons are identified as charged-particle
tracks associated with a small energy deposit in the ECAL (from ionisation energy
loss) and a large energy deposition in the HCAL. Finally, muons can be identi-
fied as charged-particle tracks associated with small energy depositions in both the
ECAL and HCAL and signals in the muon detectors on the outside of the detector
system.

Whilst neutrinos leave no signals in the detector, their presence often can be
inferred from the presence of missing momentum, which is defined as

Piis = — Z Pis
i

where the sum extends over the measured momenta of all the observed particles in
an event. If all the particles produced in the collision have been detected, this sum
should be zero (assuming the collision occurs in the centre-of-mass frame). Signif-
icant missing momentum is therefore indicative of the presence of an undetected
neutrino.

The ultimate aim in collider experiments is to reconstruct the fundamental par-
ticles produced in the interaction. Electrons, photons and muons give clear sig-
natures and are easily identified. Tau-leptons, which decay in 2.9 x 10713 s, have
to be identified from their observed decay products. The main tau-lepton decay
modes are T~ — € VeV (17.8%), T — W v, (17.4%), 7" — 1~ (nr°)v; (48%) and
1 — a atn (nn)vy (15%). The hadronic decay modes typically lead to final
states with one or three charged pions and zero, one or two ni’s which decay to
photons t° — yy. Tau-leptons can therefore be identified as narrowly collimated
jets of just a few particles and the presence of missing momentum in the event,
associated with the neutrino.

1.3.1 Detection of quarks

Owing to the nature of QCD, quarks are never observed as free particles, but are
always found confined within hadrons. However, in high-energy collisions it is
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An illustration of the appearance of a jet in a detector. In practice, the individual particles are not resolved.

quarks that are produced, not hadrons. For example, in the process e*e™ — qq the
two quarks will be produced flying apart at relativistic velocities. As a result of
the QCD interaction, the energy in the strong interaction field between the two
quarks is converted into further pairs of quarks and antiquarks through a process
call hadronisation (described in Chapter 10) that occurs over a distance scale of
10715 m. As a result of hadronisation, each quark produced in a collision produces
a jet of hadrons, as indicated in Figure 1.19. Hence a quark is observed as an
energetic jet of particles. On average, approximately 60% of the energy in a jet is
in the form of charged particles (mostly 71*), 30% of the energy is in the form
of photons from n° — vy decays, and 10% is in the form of neutral hadrons
(mostly neutrons and Kys). In high-energy jets, the separation between the indi-
vidual particles is typically smaller than the segmentation of the calorimeters and
not all of the particles in the jet can be resolved. Nevertheless, the energy and
momentum of the jet can be determined from the total energy deposited in the
calorimeters.

Tagging of b-quarks

In general, it is not possible to tell which flavour of quark was produced, or even
whether the jet originated from a quark or a gluon. However, if a b-quark is pro-
duced, the hadronisation process will create a jet of hadrons, one of which will
contain the b-quark, for example a B(bd) meson. It turns out that b-quark hadrons
are relatively long-lived with lifetimes of order 1.5 x 107'2s. When produced in
high-energy collisions, this relatively long lifetime, combined with the Lorentz
time-dilation factor, means that B hadrons travel on average a few millimetres
before decaying. The decays of B hadrons often produce more than one charged
particle. Because of the relatively large mass of the b-quark, the decay products can
be produced at a relatively large angle to the original b-quark direction. Therefore
the experimental signature for a b-quark is a jet of particles emerging from the point
of the collision (the primary vertex) and a secondary vertex from the b-quark decay,
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Secondary vertex Secondary vertex
B? decay B° decay

Primary vertex

— ~3mm-———

Anillustration of the principle of b-quark tagging inae*e~ — Z — bb event.

which is displaced from the primary vertex by several millimetres, as indicated in
Figure 1.20.

The identification of b-quark jets relies on the ability to resolve the secondary
vertices from the primary vertex. In practice, this is achieved by using high-
precision silicon microvertex detectors consisting of several concentric layers of
silicon at radii of a few centimetres from the axis of the colliding beams. Such
detectors can achieve a single hit resolution of O(10 um), sufficient to be able to
identify and reconstruct the secondary vertices, even in a dense jet environment.
The ability to tag b-quarks has played an important role in a number of recent
experiments.

1.4 Measurements at particle accelerators
I —

With the exception of the measurements of the properties of the neutrino, most of
the recent breakthroughs in particle physics have come from experiments at high-
energy particle accelerators. Particle accelerators can be divided into two types:
(i) colliding beam machines where two beams of accelerated particles are brought
into collision; and (ii) fixed-target experiments where a single beam is fired at a
stationary target. In order to produce massive particles, such as the W*, Z and
H bosons, high energies are required. More precisely, the energy available in the
centre-of-mass frame has to be greater than the sum of the masses of the particles
being produced. The centre-of-mass energy +/s is given by the square root of the
Lorentz invariant quantity s formed from the total energy and momentum of the
two initial-state particles, which in natural units with ¢ = 1 is

EEl

i=1 i=1

In a fixed-target experiment, momentum conservation implies that the final-state
particles are always produced with significant kinetic energy and much of the initial
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Table1.4 The basic parameters of the recent particle accelerators. At the time of writing the LHC was

operating at /s = 8 TeV.

Collider Laboratory Type Date \/5/GeV Luminosity/cm2s™!
PEP-II SLAC ete” 1999-2008 10.5 1.2 x 10%*
KEKB KEK ete” 1999-2010 10.6 2.1 x 10%
LEP CERN ete” 1989-2000 90-209 10*?

HERA DESY ep/ep  1992-2007 320 8 x 107!
Tevatron Fermilab pp 19872012 1960 4 x10%
LHC CERN PP 2009— 14 000 103

energy is effectively wasted. For example, if an £ =7 TeV proton collides with a
proton at rest,

s=(E+ mp)2 - p2 = 2m§ +2mpE ~ 2m,E,

giving a centre-of-mass energy of just 115 GeV. Colliding beam machines have
the advantage that they can achieve much higher centre-of-mass energies since the
collision occurs in the centre-of-mass frame. For example, the LHC will ultimately
collide two beams of 7 TeV protons giving a centre-of-mass energy of 14 TeV. For
this reason, almost all high-energy particle physics experiments are based on large
particle colliders.

Only charged stable particles can be accelerated to high energies, and therefore
the possible types of accelerator are restricted to e*e™ colliders, hadron colliders
(pp or pp) and electron—proton colliders (e"p or e*p). The most recent examples
have been the Tevatron pp collider, the LHC pp collider, the LEP e*e™ collider, the
PEP-1I and KEKB e*e™ b-factories, and the HERA electron—proton collider. The
main parameters of these machines are summarised in Table 1.4. The two most
important features of an accelerator are its centre-of-mass energy, which deter-
mines the types of particles that can be studied/discovered, and its instantaneous
luminosity £, which determines the event rates. For a given process, the number
of interactions is the product of the luminosity integrated over the lifetime of the
operation of the machine and the cross section for the process in question,

N = 0'[£(t) dr. (1.4)

The cross section (defined in Chapter 3) is a measure of quantum mechanical prob-
ability for the interaction. It depends on the fundamental physics involved in the
Feynman diagram(s) contributing to the process.

In order to convert the observed numbers of events of a particular type to the
cross section for the process, the integrated luminosity needs to be known. In prin-
ciple, this can be calculated from the knowledge of the parameters of the colliding
beams. Typically, the particles in an accelerator are grouped into bunches that are
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brought into collision at one or more interaction points where the detectors are
located. In the case of the LHC, the bunches are separated by 25 ns, correspond-
ing to a collision frequency of f=40MHz. The instantaneous luminosity of the
machine can be expressed in terms of the numbers of particles in the colliding
bunches, n; and ny, the frequency at which the bunches collide, and the root-
mean-square (rms) horizontal and vertical beam sizes oy and o,. Assuming that
the beams have a Gaussian profile and collide head-on, the instantaneous luminos-
ity is given by

ninp

L=f

=f—. 1.5
dr ooy (1.5

In practice, the exact properties of the colliding beams, such as the transverse pro-
files, are not known precisely and it is not possible to accurately calculate the
instantaneous luminosity. For this reason, cross section measurements are almost
always made with reference to a process where the cross section is already known.
Hence, a cross section measurement is performed by counting the number of events
of interest NV, and the number of observed events for the reference process Npef,
such that the measured cross section is given by

N
O = Oref—.
Nret
Corrections may needed to account for the detection efficiency and possible sources
of background events. Nevertheless, ultimately many experimental particle physics
measurements reduce to counting events, where the event type is identified using
the experimental techniques described in Section 1.3. Of course, this is not always
quite as easy as it sounds.

Summary
- ________________________________________________________________________________|

The intention of this chapter was to introduce some of the basic ideas of particle
physics. At this point you should be familiar with the types of particles and forces in
the Standard Model and you should have a qualitative understanding of how to use
the Standard Model vertices associated with the electromagnetic, strong and weak
interactions to construct Feynman diagrams for particle interactions and decays.
The second part of the chapter introduced the experimental techniques of particle
physics and is intended to provide the context for the experimental measurements
used to demonstrate the theoretical ideas developed in the following chapters. At
this point you should understand how the different particles appear in the large
detector systems employed in collider experiments.
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Problems

@ 11 Feynman diagrams are constructed out of the Standard Model vertices shown in Figure 1.4. Only the weak
charged-current (W=) interaction can change the flavour of the particle at the interaction vertex. Explaining
your reasoning, state whether each of the sixteen diagrams below represents a valid Standard Model

vertex.

(a) e~ e (b) Ve Ve (0) e et (d) Ve Ve
Y Y Y 4

(e) e wo (e ve (9)e” v (e Vu
Y w z w

(i) e~ e @) b b (k) d s m v Y
g g g Y

(m) u u (n) u d (0) d t (p) e e
w w W Y v

1.2 Draw the Feynman diagram for t™ — 7t~ v, (the 7t is the lightest du meson).

1.3 Explain why it is not possible to construct a valid Feynman diagram using the Standard Model vertices for the
following processes:

CAC

u- — etee’,

Vi+p— T+,

@ 1.4  Draw the Feynman diagrams for the decays:

(@ A*(uud) — n(udd) 7+ (ud),
(b) (uds) — A(uds),
(@ 7 (ud) = ptv,,

and place them in order of increasing lifetime.
@ 15  Treating the mt® as a uu bound state, draw the Feynman diagrams for:

@ n® - vy,
(b) 7° — ve'e,
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@ 110

(© n° - eteete,

d) 7° - ete.

By considering the number of QED vertices present in each decay, estimate the relative decay rates taking
a=1/131

Particle interactions fall into two main categories, scattering processes and annihilation processes, as indicated
by the Feynman diagrams below.

Draw the lowest-order Feynman diagrams for the scattering and/or annihilation processes:

In some cases there may be more than one lowest-order diagram.

High-energy muons traversing matter lose energy according to

1 dE
——— =~ a+ b,
p dx
where a is due to ionisation energy loss and b is due to the bremsstrahlung and e*e™ pair-production pro-
cesses. For standard rock, taken to have A =22, 7 =T1and p = 2.65 g cm >, the parameters a and b depend
only weakly on the muon energy and have values a ~2.5MeV ¢~ cm? and b ~ 3.5 x 1076 g" cm?.

(@) Atwhatmuon energy are the ionisation and bremsstrahlung/pair production processes equally important?
(b) Approximately how far does a 100 GeV cosmic-ray muon propagate in rock?

Tungsten has a radiation length of Xo = 0.35 cm and a critical energy of £, = 7.97 MeV. Roughly what thickness
of tungsten is required to fully contain a 500 GeV electromagnetic shower from an electron?

The CPLEAR detector (see Section 14.5.2) consisted of: tracking detectors in a magnetic field of 0.44T; an
electromagnetic calorimeter; and Cerenkov detectors with a radiator of refractive index n=1.25 used to
distinguish 7t* from K*.

A charged particle travelling perpendicular to the direction of the magnetic field leaves a track with a mea-
sured radius of curvature of R=4m. If it is observed to give a Cerenkov signal, is it possible to distinguish
between the particle being a pion or kaon? Take m,. ~ 140 MeV/c* and my = 494 MeV /.

In a fixed-target pp experiment, what proton energy would be required to achieve the same centre-of-mass
energy as the LHC, which will ultimately operate at 14 TeV.

AttheLEPe*e™ collider, which had a circumference of 27 km, the electron and positron beam currents were both
1.0 mA. Each beam consisted of four equally spaced bunches of electrons/positrons. The bunches had an effec-
tive area of 1.8 x 10* .um?. Calculate the instantaneous luminosity on the assumption that the beams collided
head-on.
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/Much of particle physics is concerned with the high-energy interactions of )

relativistic particles. Therefore the calculation of interaction and decay rates
requires a relativistic formulation of quantum mechanics. Relativistic quan-
tum mechanics (RQM) is founded on the two pillars of “modern” physics,
Einstein’s theory of special relativity and the wave mechanics developed in
the early part of the twentieth century. It is assumed that you are already
familiar with special relativity and non-relativistic quantum mechanics. The
purpose of this chapter is to review the specific aspects of special relativity
and quantum mechanics used in the subsequent development of relativistic
quantum mechanics. Before discussing these important topics, the system of
units commonly used in particle physics is introduced.

2.1 Units in particle physics

30

The system of S.I. units [kg, m, s] forms a natural basis for the measurements of
mass, length and time for everyday objects and macroscopic phenomena. However,
it is not a natural choice for the description of the properties of particles, where
we are almost always dealing with very small quantities, such as the mass of the
electron, which in S.I. units is 9.1 x 1073 kg. One way to avoid carrying around
large exponents is to use S.I. based units. For example, interaction cross sections
(which have the dimension of area) are usually quoted in barns, where

Ibarn = 10728 m?2.

The cross sections for the more interesting physical processes at the highest
energies are typically in the picobarn (pb) to femtobarn (fb) range, where 1pb =
10~"2barn and 1 fb = 107!5 barn. The use of derived S.I. units solves the problem
of large exponents, nevertheless, it is more convenient to work with a system of
units that from the outset reflects the natural length and time scales encountered in
particle physics.
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2.1.1 Natural units

The system of units used in particle physics is known as natural units. It is based on
the fundamental constants of quantum mechanics and special relativity. In natural
units, [kg, m, s] are replaced by [#, ¢, GeV], where /i = 1.055 x 1073*J s is the unit
of action in quantum mechanics, ¢ =2.998 x 108 ms~! is the speed of light in vac-
uum, and 1 GeV =10 eV =1.602 x 107'°J, which is very approximately the rest
mass energy of the proton. Table 2.1 lists the units used for a number of commonly
encountered quantities expressed in terms of both [kg, m, s] and [#, ¢, GeV], where
the conversion can be obtained from dimensional analysis.

Natural units provide a well-motived basis for expressing quantities in particle
physics and can be simplified by choosing

h=c=1.

In this way, all quantities are expressed in powers of GeV, as shown in the rightmost
column of Table 2.1. Setting 7 = ¢ = 1 has the advantage of simplifying algebraic
expressions as there is no longer the need to carry around (possibly large) powers
of 7 and c. For example, the Einstein energy—momentum relation

E? = p?c? + m*c* becomes E* = p? +m?.

At first sight it might appear that information has been lost in setting # = ¢ = 1.
However, the factors of 7 and ¢ have not simply vanished; they are still present in
the dimensions of quantities. The conversion back to S.I. units is simply a question
of reinserting the necessary missing factors of 7 and ¢, which can be identified from
dimensional analysis. For example, the result of a calculation using natural units
might determine the root-mean-square charge radius of the proton to be

(Y2 = 4.1Gev.

Table2.1 Relationship between S.I. and natural units.

Quantity [kg, m, s] A, ¢, GeV] h=c=1
Energy kgm?s~2 GeV GeV
Momentum kgms™! GeV/c GeV
Mass kg GeV/c? GeV
Time s (GeV/h)™! GeV!
Length m (GeV/hic)™! GeV!

Area m? (GeV/hic)™? GeV—2
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To convert this to back into S.I. units the correct dimensions are obtained by mul-
tiplying by #c, giving
1.055 x 1073 x 2.998 x 10®

1.602 x 10-10
=4.1%(0.197%x107")m =0.8x 10" m.

(P =41 %

In converting from natural units to S.I. units, it is useful to remember the conversion
factor

fic = 0.197 GeV fm,

where one femtometre (fm) = 107 m

Heaviside—Lorentz units

The equations of classical electromagnetism can be simplified by adopting
Heaviside-Lorentz units. The value of the electron charge is defined by the magni-
tude of the Coulomb force between two electrons separated by a distance r,

6‘2

 drgpr?’
where & is the permittivity of free space. In Heaviside—Lorentz units & is set to
unity, and the expression for the Coulomb force becomes

62

T dne?
Effectively gy has been absorbed into the definition of the electron charge. Because
1/(gouo) = ¢, choosing £y = 1 and ¢ = 1 implies that the permeability of free space
4o = 1. Hence, in the combined system of natural units and Heaviside—Lorentz units
used in particle physics,

h=c=¢gy=puo=1.

With ¢ = € = yg = 1, Maxwell’s equations take the same form as with S.I. units.
The strength of the QED interaction is defined in terms of the dimensionless fine
structure constant,

&2

= . 2.1
¢ dreghic 2.1

Since « is dimensionless, it has the same numerical value regardless of the system
of units used,
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In natural units, the relationship between @ and the electron charge (which is not
dimensionless) is simply

e? 1
4r 137

2.2 Special relativity
_______________________________________________________________________________|
This section gives a brief overview of the basic concepts of special relativity, with

the emphasis on the definition and application of four-vectors and the concept of
Lorentz invariance and Lorentz invariant quantities.

2.2.1 The Lorentz transformation

Special relativity is based on the space-time transformation properties of physical
observables as measured in two or more inertial frames moving relative to each
other. For example, Figure 2.1 shows a space-time event that occurs at (¢,r) in the
inertial frame X and at (', r’) in the inertial frame X’ that is moving with a velocity
v in the z-direction relative to the frame X. For the case where v <« ¢ and the origins
of two inertial frames coincide at ¢ = ¢’ = 0, the two sets of coordinates are related
by the Galilean transformation

=t xX=x, y=y and 7 =z-vt

Einstein postulated that the speed of light in the vacuum is the same in all inertial
frames. This primary postulate of special relativity implies that a space-time point
on the wavefront of a pulse of light emitted at # = ¢ = 0 satisfies both x*> + y? + 7> =

2 and X'? + y'* + 22 = ¢2r’%. Consequently the space-time interval,
C2t2 _ x2 _ _’/2 _ Z2 — Cztlz _ x/2 _ _’/2 _ Z'Z, (22)
z h
A N
y y v

5 S5
> >
z z'

A space-time event as seen into two inertial frames. The frame X" moves with a velocity v in the z direction
relative to frame .
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is an invariant quantity; it is observed to be the same in all reference frames. Equa-
tion (2.2) is satisfied if the coordinates in £ and X’ are related by the Lorentz trans-
formation
v
= y(t_ _zz)’ ¥=x, y=y and Z=y(z-w,
c
where the Lorentz factor v is given by
N
Y= (] _ﬁ ) 2,
and S=v/c. In the low velocity limit v <« ¢, the Lorentz factor reduces to unity

and the Galilean transformations are recovered. In natural units, where ¢ =1, the
Lorentz transformation of the space-time coordinates becomes

f=y(t-p2), X=x, y=y and 7 =y@z-p. (2.3)
This can be written in matrix form as X’ = AX,
t vy 00 —yB\(1t
x 0 10 O X
4 -y800 vy )z

where X is the four-component vector {t, x}. The inverse Lorentz transformation,
from X’ to Z, is obtained by reversing the sign of the velocity in (2.3) such that

t=y({l +B7), x=x', y=y and z=y{ +pr). (2.5)
In matrix form this can be written X = A™1X’,
t vy 00 +yB\( 7
X 0 10 O x
s171 0 01 o s | (2.6)
z +y8 00 y 7

It is straightforward to confirm that the matrices appearing in (2.4) and (2.6) are
the inverse of each other, AA™1 = I. The matrix equations of (2.4) and (2.6) define
the Lorentz transformation between the space-time coordinates measured in two
inertial frames with relative motion in the z-direction.

2.2.2 Four-vectors and Lorentz invariance

Throughout particle physics it is highly desirable to express physical predictions,
such as interaction cross sections and decay rates, in an explicitly Lorentz-invariant
form that can be applied directly in all inertial frames. Although the Lorentz trans-
formation forms the basis of special relativity, Lorentz invariance is the more impor-
tant concept for much that follows. Lorentz invariance is best expressed in terms
of four-vectors. A contravariant four-vector is defined to be a set of quantities that
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when measured in two inertial frames are related by the Lorentz transformation of
(2.4). For example, the contravariant four-vector x* is defined as

xH=(txy,2),

where the indices y={0, 1,2, 3} label the space-time coordinates with the zeroth
component representing time. In tensor form, the Lorentz transformation of (2.4)
now can be expressed as

xXH = A X, 2.7)

where A, can be thought of as the elements of the matrix A and Einstein’s sum-
mation convention for repeated indices is used to express the matrix multiplication.

The magnitude of a normal three-vector, which is given by the three-vector scalar
product x - X, is invariant under rotations. The Lorentz invariance of the space-time
interval, 2 —x*>—y?>—z?, can be expressed as a four-vector scalar product by defining

the covariant space-time four-vector,
x/l = (t’ _x9 _y5 _Z)

With this notation, the Lorentz-invariant space-time interval can be written as the
four-vector scalar product

3

xtx, = xoxo + xlxl + xzxz +x'x3 = P -x - y2 -2

The main reason for introducing covariant four-vectors, which are denoted with a
“downstairs” index to distinguish them from the corresponding contravariant four-
vectors, is to keep account of the minus signs in Lorentz-invariant products. The
Lorentz transformation of the space-time coordinates (2.3) can be written in terms
of the components of the covariant four-vector as

t vy 00 +yB t
—x' 0 10 O -X
S ol | (2.8)
-7 +yB 00 y -z

The sign changes in this matrix relative to that of (2.4) compensate for the changes
of sign in the definition of x, relative to x#. Both (2.8) and (2.4) are equivalent
expressions of the same Lorentz transformation originally defined in (2.3). The
transformation matrix appearing in (2.8) is the inverse of that of (2.4). To make
this distinction explicit in tensor notation the transformation of a covariant four-
vector is written as

x'; =A"x,, (2.9)

where the downstairs index appears first in A,” which represents the elements
of A1,
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In tensor notation, the relationship between covariant and contravariant four-
vectors in special relativity can be expressed as

vV
X = G X

where summation over repeated indices is again implicit and the diagonal metric
tensor g, is defined as

(2.10)

By definition, only quantities with the Lorentz transformation properties of (2.4)
are written as contravariant four-vectors. For such a set of quantities a* the scalar
product with the corresponding covariant four-vector a,, is guaranteed to be Lorentz
invariant. Furthermore, if a* and b* are both (contravariant) four-vectors, then the
scalar product

— —_ v
atb, = a,b* = g,,a"'b”,

is automatically Lorentz invariant. Again this follows directly from the form of
the Lorentz transformation for contravariant and covariant four-vectors. Hence any
expression that can be written in terms of four-vector scalar products is guaranteed
to be Lorentz invariant. From the linearity of the Lorentz transformation, it also
follows that the sum of any number of contravariant four-vectors also transforms
according to (2.4) and therefore is itself a four-vector.

Four-momentum

The relativistic expressions for the energy and momentum of a particle of mass m
can be identified as E = ymc? and p = ymyv, which when expressed in natural units
are

E=ym and p=ympg. (2.11)
By considering the transformation properties of velocity, dx/d¢, it can be shown
that relativistic energy and momentum, defined in this way, transform according to
(2.4) and therefore form a contravariant four-vector,
p = (E, py, Dy»> D2)»

referred to as four-momentum. Because momentum and energy are separately con-
served, four-momentum is also conserved. Furthermore, since four-momentum is
a four-vector, the scalar product

plpu=E* - p?,

is a Lorentz-invariant quantity.
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From (2.11) it can be seen that a single particle at rest has four-momentum p* =
(m,0,0,0) and therefore p*p, = m?. Since pH Py 18 Lorentz invariant, the relation

E? —p? = m?

holds in all inertial frames. This is, of course, just the Einstein energy—momentum
relationship. For a system of n particles, the total energy and momentum

pt = Zn:pf
i=1

is also a four-vector. Therefore for a system of particles the quantity

(e (5]

i=1 i=1
is a Lorentz-invariant quantity, which gives the squared invariant mass of the sys-

tem. In a particle decay a — 1+2, the invariant mass of the decay products is equal
to the mass of the decaying particle,

(p1 + p)*(P1 + P2y = PY Pay = mj.

Four-derivative

The transformation properties of the space-time derivatives can be found by using
the Lorentz transformation of (2.3) to express the coordinates of an event in the
frame ¥’ as functions of the coordinates measured in the frame %, for example
7(t, x,y,z) and ¥ (¢, x, y, z). Hence, for a Lorentz transformation in the z-direction,
the derivatives in the primed-frame can be expressed as

0 _(9z)\0 (99 4 O _(%)9  (or)9
o7 \dz ) oz \oz | ot o \or)oz \or)or

From (2.5), the relevant partial derivatives are

%) _ g—+,8 %—+,8 and o)
o)~ \oz) =7 \gr| ™7 o)~

and therefore,

0 0 0 0 0 0

— =y— + J— d = — 4+ y—. 212

07 yﬁz G a " ar G 0z ot (2.12)
From (2.12) it can be seen that Lorentz transformation properties of the partial

derivatives are

ajor vy 00 +yB\( d/0t
olox’ | | 0 10 0 0/0x
ooy |71 o o1 o ||aey|
0/07 +y8 00 vy 0/0z
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and comparison with (2.8) shows that

090 990
ot’ 0x’ 0y’ oz

transforms as a covariant four-vector, which is written as
0

o gxm’

and has components

0 0 0 0
Oo=—, O1=+—, Or=+— d 03=+—.
05 Ty TG M BTTH
The corresponding contravariant four-derivative is therefore

a# = 2’_£,_£’_2 )
o ox dy 0z
and it should be noted that here the space-like coordinates enter with minus signs.

The equivalent of the Laplacian for the four-derivative, which is known as the
d’Alembertian, is therefore

In this book the symbol [ is used to represent the d’ Alembertian, in some text-
books you may see it written as [12.

Vector and four-vector notation

This is a convenient place to introduce the notation used in this book. Unless oth-
erwise stated, quantities written simply as x and p always should be interpreted as
four-vectors. Three-vectors, such as the three-momentum of a particle, are always
written in boldface, for example p, with three-vector scalar products written as

Pi P2

The magnitude of a three-vector is written either as [p| or simply p. Four-vector
scalar products are written either as a”b,, or a-b, with

a-b = atb, = gatb’ = b’ - a'b' - b - b’

Just as p? is shorthand for p - p, then for a four-vector a, the expression a is short-
hand for the four-vector scalar product a - a. For example, the Einstein energy—
momentum relationship for a single particle can be expressed as p*> =m?, since
p? = p-p = E> — p?. Finally, it will sometimes be convenient to work with quantities
measured in the centre-of-mass frame of a system of particles, and such quantities
are denoted by a star. For example, p* is the magnitude of the three-momentum of
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a particle evaluated in the centre-of-mass frame, which for a system of particles is
the inertial frame in which there is no net three-momentum.

2.2.3 Mandelstam variables

Feynman diagrams, involving the exchange of a single force mediating particle,
can be placed in the three categories shown in Figure 2.2. The first two diagrams
represent the s-channel annihilation process and the #-channel scattering process.
The third diagram represents u-channel scattering and is only relevant when there
are identical particles in the final state. In Chapter 5 it will be shown that four-
momentum is conserved at each vertex in a Feynman diagram. In a process involv-
ing two initial-state and two final-state particles, the Mandelstam variables

s = (p1+ p2)* = (p3 + pa)’,
t=(p1—p3)* = (p2— pa),
u=(p1-pa)* = (p2—p3)

are equivalent to the four-momentum squared g of the exchanged boson in the
respective class of diagram. For identical final-state particles the distinction
between u- and #-channel diagrams is necessary because the final-state particle
with four-momentum p3 can originate from either interaction vertex, and the four-
momentum ¢ of the virtual particle is different for the two cases.

Since the Mandelstam variables are four-vector scalar products, they are man-
ifestly Lorentz invariant and can be evaluated in any frame. For example, in the
centre-of-mass frame where there is no net momentum, the four-momenta of two
colliding particles are p; = (E],p*) and p, = (E;, —p*), from which

s=(p1+p2)* =(E]+E)? = (p* —p*)* = (E + E3)*. (2.13)

Hence, the Lorentz-invariant quantity +/s can be identified as the total energy
available in the centre-of-mass frame. It is worth noting that for the process

P2 Py

The Feynman diagrams for s-channel, t-channel and u-channel processes. The u-channel diagram applies
only when there are identical particles in the final state.
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1+2—>3+4, the sum of s+u+¢ can be shown to be equal to the sum of the
squares of the masses of the four particles (see Problem 2.12),

_ 2 2 2 2
s+u+1t=my+m;+m5+my. (2.14)

2.3 Non-relativistic quantum mechanics
I —

This section gives a brief overview of topics in non-relativistic quantum mechanics
which are of direct relevance to the development of the relativistic treatment of
spin-half particles in Chapter 4. It also reviews of the algebraic treatment of angular
momentum that serves as an introduction to the algebra of the SU(2) symmetry

group.

2.3.1 Wave mechanics and the Schrodinger equation

In quantum mechanics it is postulated that free particles are described by wave
packets which can be decomposed into a Fourier integral of plane waves of the
form

w(x, 1) oc expli(k - x — wt)}. (2.15)

Following the de Broglie hypothesis for wave—particle duality, the wavelength of
a particle in quantum mechanics can be related to its momentum by A =h/p, or
equivalently, the wave vector K is given by k = p/%. The angular frequency of the
plane wave describing a particle is given by the Planck—Einstein postulate, £ = fiw.
In natural units with 7 = 1, the de Broglie hypothesis and Planck—Einstein postulate
imply k = p and w = E, and thus the plane wave of (2.15) becomes

U(x,1) = Nexpli(p-x — En)}, (2.16)

where N is the normalisation constant.

In classical physics, the energy and momentum of a particle are dynamical vari-
ables represented by time-dependent real numbers. In the Schrodinger picture of
quantum mechanics, the wavefunction is postulated to contain all the informa-
tion about a particular state. Dynamical variables of a quantum state, such as
the energy and momentum, are obtained from the wavefunction. Consequently,
in the Schrodinger picture of quantum mechanics, the time-dependent variables
of classical dynamics are replaced by time-independent operators acting on the
time-dependent wavefunction. Because the wavefunction is postulated to contain
all the information about a system, a physical observable quantity A corresponds
to the action of a quantum mechanical operator A on the wavefunction. A further
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postulate of quantum mechanics is that the result of the measurement of the observ-
able A will be one of the eigenvalues of the operator equation

Ay = ay.

For A to correspond to a physical observable, the eigenvalues of the corresponding
operator must be real, which implies that the operator is Hermitian. This is formally
defined by the requirement

flﬂTAlﬂsz:f[AAlﬂl]*lﬁsz.

Because the plane wave of (2.16) is intended to represent a free particle with energy
E and momentum p, it is reasonable to identify the momentum and energy opera-
tors, p and E, as

0

p=-iV and E=i—

2.17
5 (2.17)

such that p and E acting on the plane wave of (2.16) give the required eigenvalues,

py = —iVy = py,
N __a_zp_
E;l/—lat = Ey.

In classical dynamics, the total energy of a non-relativistic particle can be
expressed as the sum of its kinetic and potential energy terms,

p>
E=H=T+V=_—+Y,
2m
where H = T + V is the Hamiltonian. The equivalent quantum mechanical expres-
sion is obtained by replacing each of the terms with the corresponding operators
defined in (2.17) acting on the wavefunction. This gives rise to the time-dependent
Schrodinger equation,

oy(x,t N
D s, (2.18)
ot
where, for a non-relativistic particle, the Hamiltonian operator is
A2
N N 1 N
A= 4tV =—— V247, (2.19)
2m 2m

For a one-dimensional system (2.18) and (2.19) reduce to the familiar one-
dimensional time-dependent Schrodinger equation,

v 1 PY(x, 1)

B am a2 T VD,
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2.3.2 Probability density and probability current

The physical interpretation of the wavefunction y(x, ) is that "y dx is the proba-
bility of finding the particle represented by the wavefunction in the volume element
d®x. This is equivalent to identifying the probability density p(x, f) as

pX, 1) = ¢ (X, ) Y(X,1).

Assuming the particle does not decay or interact, its associated total probability
will be constant. This conservation of probability can be expressed in terms of a
continuity equation by defining the probability current density (sometimes referred
to as the probability flux density), denoted j(x, ¢), such that the flux of probability
across an elemental surface dS is given by j - dS. The rate of change of the total
probability contained within a volume V, shown in Figure 2.3, is related to the net

flux leaving the surface by
0
— dv=- | j-dS.
5 [ pav=- 3

Using the divergence theorem this can be written as

0
— dV=-| V.jdV.
atﬁ/p ﬁ J

Because this holds for an arbitrary volume, the continuity equation for the conser-
vation of quantum mechanical probability can be written

dp
V.j+ —=0. 2.20
I+ 2 (2.20)
In non-relativistic quantum mechanics, the expression for the probability current

can be obtained from the free particle time-dependent Schrodinger equation,

Oy 1 o2
— =——V7, 2.21
"or 2m v @21
and the corresponding equation for the complex conjugate of i,
o* I _,
—i = -——Vy'. 2.22
o 2m v 2.22)

The net flux of probability leaving a volume V.
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Taking ¢* X (2.21) — ¢ X (2.22) then gives

1 2 2 %\ _ *6_'70 %
—ijvw—wvw)—{wat+w&)
Lo w0 Op
= VWV UV = i) =i (2.23)

Comparing (2.23) with the general form of the continuity equation of (2.20) leads
to the identification of probability current as

. 1 * *
1= W'Vy —yVyr). (2.24)
The plane wave
Y(x, 1) = Ne'P*FD,

is therefore associated with a constant probability density of ¥* = |N|*> and can
be interpreted as representing a region of space with a number density of particles
n = |N|>. The corresponding expression for the probability current density of (2.24)
gives

j=IVER =y,
m
where v is the (non-relativistic) velocity. Thus, the plane wave /(x, ¢) represents a
region of space with number density of n = |[N|? particles per unit volume moving
with velocity v, such that flux of particles passing through a unit area per unit time
is j = nv.

2.3.3 Time dependence and conserved quantities

The time evolution of a quantum mechanical state is given by the time-dependent
Schrodinger equation of (2.18). If y; is an eigenstate of the Hamiltonian A with
energy E; such that

Hyi(x,1) = Egfi(x, 1),
then, from (2.18), the time evolution of the wavefunction is given by

.OYi(x,1)
! ot

Hence, the time dependence of an eigenstate of the Hamiltonian is given by

= Eii(x,1).

Yi(x, 1) = gi(x)e B, (2.25)
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For a system in a quantum mechanical state' |y(x, £)), the expectation value of
an operator A is given by

(A) = (WlAly) = f v A &,

where the complex conjugate used up to this point has been replaced by the
Hermitian conjugate, ' = (¢*)”. The time evolution of the expectation value (A)
can therefore be expressed as

dAd) _ (o', A 'ﬁ

where it has been assumed that there is no explicit time dependence in the operator
itself, i.e. A /0t = 0. The time derivatives in (2.26) can be expressed using (2.18)
and its Hermitian conjugate, giving

%ﬂ = f[{%ﬂw}T Ay + *ﬁm{%ﬁdf}] d*x 2.27)
=i [[[w#du - i Aty] o
~i [l Amydx 228)

The last step follows from the fact that the Hamiltonian is Hermitian (which must
be the case for it to have real eigenvalues). The relation of (2.28) implies that for
any state

& - i1, A1) (2.29)

where [H,A] = HA — AH is the commutator of the Hamiltonian and the operator
A. Hence, if the operator A commutes with the Hamiltonian, the corresponding
observable A does not change with time and therefore corresponds to a conserved
quantity. Furthermore if i; is an eigenstate of the Hamiltonian, then (2.27) imme-
diately reduces to

d<A> f[ iEay] 1Ay, + ] Al-iEa]| dx = 0.

Therefore, for an eigenstate of the Hamiltonian, the expectation value of any oper-
ator is constant. For this reason, the eigenstates of the Hamiltonian are known as
the stationary states of the system.

! The wavefunction ¢ has been replaced by the more general state |1/} written in Dirac ket notation
which may have a number of degrees of freedom, for example spin.
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In general, a state |p) can be expressed in terms of the complete set of states
formed from the eigenstates of the Hamiltonian [i;),

ey = > ey,

4
and the time dependence of the system is determined by the evolution of the sta-
tionary states according to (2.25). If at time =0, a system is in the state |¢(x)),
then the time evolution of the system is determined by the time evolution of the
component stationary states

lp(x, ) = D cilgix)e B (2.30)

1

This relationship between the time evolution of a state and the time dependence
of the stationary states will be used extensively in the discussion of neutrino and
strangeness oscillations in Chapters 13 and 14.

2.3.4 Commutation relations and compatible observables

The commutation relation between the operators for different observables deter-
mines whether they can be known simultaneously. Consider two observables cor-
responding to operators A and B which commute,

[A,B]= AB- BA =0.
If |¢) is an non-degenerate eigenstate of A with eigenvalue a, such that
Alp) = alg),
then
AB\p) = BAIg) = aB|p).

Therefore the state B|¢) is also an eigenstate of A with eigenvalue a. For this to be
true, B |§) o< |¢), which implies that |¢) satisfies

Blg) = blg).

Hence |¢) is a simultaneous eigenstate of both A and B and the state corresponds
to well-defined values of the two observables, a and b. The same conclusion is
obtained even if the states are degenerate. If A and B commute, the corresponding
observables are referred to as compatible. In general, a quantum mechanical state
can be labelled by the quantum numbers specifying the complete set of compatible
observables. In the above example |¢) can be labelled by |a, b). If there is a further
operator C that commutes with both A and B, the state is labelled by the quantum
numbers |a, b, c). In the quantum mechanical description of angular momentum,
described in Section 2.3.5, the states are labelled in terms of the eigenvalues of
angular momentum squared and the z-component of angular momentum, |£, m).
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Similar arguments can be applied to show that if A and B do not commute,
[A,B] = AB- BA #0,
then it is not in general possible to define a simultaneous eigenstate of the two
operators. In this case, it is not possible to know simultaneously the exact values

of the physical observables A and B and the limit to which A and B can be known
is given by the generalised uncertainty principle

AAAB > L [GIA, B, (2.31)

where (AA)? = (A2) — (A)2.

Position—momentum uncertainty relation

An important example of incompatible variables is that of the position and momen-
tum uncertainty principal. The operators corresponding to the x position of a parti-
cle and the x component of its momentum are respectively given by

. R .0
X =x¢y and pry=-i—.
0x

The commutator [X, p,] can be evaluated from its action on a wavefunction ¥,
. A .0 .0
(X, Pxl = —ix——p + i—(xh)
Oox Ox
0 0
= —ixa—"i + iy + ixa—li = +iy,
giving
[X, px] = +i.

The usual expression of the Heisenberg uncertainty principle for position and
momentum is then obtained by substituting this commutation relation into (2.31)
giving (after reinserting the hidden factor of 7)

h
AxApy > 5

2.3.5 Angular momentum in quantum mechanics

The concept of angular momentum and its quantum mechanical treatment plays an
important role in particle physics. In classical dynamics, the angular momentum L
of a body is defined by the moment of its momentum,

L =rXp=(yp; — zpy, 2Dx — XPz, XPy — YPx)-
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The corresponding quantum mechanical operator L. is obtained by replacing the
position and momentum coordinates by their operator equivalents. Hence, in quan-
tum mechanics, the components of angular momentum operator are given by

Ly=19p, - 2ﬁy’ Ly =Zpx—Xp, and L= )ACPAy — YPx.
Because the position operator does not commute with the corresponding compo-
nent of momentum,

[% ] =[5,y = (2 pe] = +i

the angular momentum operators do not commute with each other and it is straight-
forward to show that

|LsLy| =il |Ly. L] =il and |L. L.|=iL,. (2.32)

It is important to realise that the commutation relations of (2.32) are sufficient
to fully define the algebra of angular momentum in quantum mechanics. This is
significant because exactly the same commutation relations arise naturally in the
discussion of other symmetries, such as flavour symmetry which is described in
Chapter 9. For this reason, the development of the algebra defined by (2.32) and
the subsequent identification of the angular momentum states is directly applicable
to the more abstract symmetry concepts encountered in context of the quark model
and QCD.

Because L,, Zy and L, do not commute, they correspond to incompatible observ-
ables and (unless the state has zero angular momentum) it is not possible to define
a simultaneous eigenstate of more than one of the components of angular momen-
tum. However, it is relatively straightforward to show (see Problem 2.15) that the
operator for the total squared angular momentum defined by

A

2_ 72§22
Lo =Ly+ L+ L,
commutes with each of the components of angular momentum,
(12,1, = [12 1] = [12 L] = 0.

Hence it is possible to express the angular momentum states in terms of the simul-
taneous eigenstates of L2 and any one of the components of angular momentum
which, by convention, is chosen to be f,z.

It is also useful to define angular momentum raising and lowering ladder
operators,

M~ S~
roo+
Il Il
~o S~
= =
| +
= =
N
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for which ﬁr =[_and ' = L. Because L? commutes with both L, and ﬁy, it
also commutes with both the ladder operators,

[1:2,1;] = 0.

=
Nho
—
72
(V)]
=
<
(@}
=
on
<

The commutator of the ladder operators wit
I:zfza l’\li] = I:i‘@ Z\‘)C
=L,

e
H+
~.

—

>
i
3
~
<
e

H
~
g

and therefore

[B2. L] = <L (2.33)

A

Furthermore, using [Lx, ﬁy] = iL., it can be shown that L. can be expressed as (see
Problem 2.15)

P2=0L FE,+L, +12 (2.34)

The simultaneous eigenstates of £? and L, can be obtained using the relations of
(2.33) and (2.34). Suppose the state |4, m) is a simultaneous eigenstate of both iz
and L2, with eigenvalues given by

LA, my=m|A,my and L*|A,m)=A|A,m). (2.35)

Now consider the state y = L. |, m), defined by the action of the angular momen-
tum raising operator on the original state. Because > commutes with L,

L2y = P20, | A,m)y = L L* A, m) = AL, |4, m) = Ay.
Furthermore from (2.33), ﬁzﬁ+ = i+ﬁz + L, and therefore
L =L:|L.\4m)| = (LiL + Ly) 14, m)
= (m+ DLy 14, m)] = (m+ Ly,

Hence, the state ¢ = L. |4, m) is also a simultaneous eigenstate of [? and I:Z, with
respective eigenvalues of A and m + 1. Therefore, the effect of the angular momen-
tum raising operators is to step along states with the same value of total angular
momentum squared but with one unit more of the z-component of angular momen-
tum. The angular momentum lowering operator has the opposite effect, lowering
the z-component of angular momentum by one unit.

The magnitude of the z-component of angular momentum can be no greater than
the total angular momentum itself,

(£2) <(22).

This implies that, for a particular value of A, there must be maximum and minimum
values of m and that the action of L, on the state with the largest value of m gives
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A pictorial representation of the 2 + 1states for £ = 2.

zero. Suppose the state with the largest z-component of angular momentum has
m = ¢ such that

Li1a,0) =0,
then total angular momentum squared of this state is
£, = (L-Ly + L+ £2)14,0)
AL =0+ €+ )2, 0).

Hence, for the m = ¢ extreme state, the eigenvalue of [?is A=¢(£+1). The same
arguments can be applied to show at the other extreme, m = — {. Hence, for each
value of A (or equivalently for each value of ¢), there are 2£+ 1 states (see
Figure 2.4), differing by one unit of the z-component of angular momentum,

m=-C —-C+1,...,+(—1, +¢.

This implies that £ is quantised, and can take only integer or half-integer values.
Expressing the states in terms of the quantum number ¢ rather than A, the eigen-
value equations of (2.35) can be written as

L.je,my=ml6,m) and LZ>|6,m) =€+ 1)|¢,m).

The effect of the angular momentum raising operator on the state |£, m) is to gen-
erate the state £, m + 1) with a coefficient a,, which still needs to be determined,

Liolt,my = agmllym+1). (2.36)
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Since lA,I = [_, the Hermitian conjugate of (2.36) is

[Leiem)] = emiie = @, (6m+ 11 (2.37)
The coefficient a,,, can be obtained by taking the product of (2.36) and (2.37)
giving
(Com| L_Ly |6,m) = lagul* (€,m+ 1)6,m + 1),
Hence, for the normalised states |£,m) and |, m + 1),
e ml’ = (€, m| L-L 1€, m)
=(Cm| L~ L.~ L2 16, m)
= (Ll + 1) — m — m®) (€, m|C, m)
=6+ 1) —mim+ 1),

and therefore,

Lolt,my = OC+ 1) —m(m + 1)|6,m + 1). (2.38)

The corresponding relation for the angular momentum lowering operator, which
can be obtained in the same manner, is

L_|t,my = €€+ 1) —m(m—1)|€,m - 1). (2.39)

The relations given in (2.38) and (2.39) will be used to construct the angular
momentum (and flavour states) formed from the combination of more than one
particle.

2.3.6 Fermi's golden rule

Particle physics is mainly concerned with decay rates and scattering cross sec-
tions, which in quantum mechanics correspond to transitions between states. In
non-relativistic quantum mechanics, calculations of transition rates are obtained
from Fermi’s golden rule. The derivation of Fermi’s golden rule is far from trivial,
but is included here for completeness.

Let ¢x(x,f) be the normalised solutions to the Schrddinger equation for the
unperturbed time-independent Hamiltonian Ay, where

Hodr = Exgr and  {¢;léhe) = .

In the presence of an interaction Hamiltonian H (x, 1), which can induce transitions
between states, the time-dependent Schrédinger equation becomes

d A
id—‘f = Ao+ A'(x, 1)y (2.40)
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The wavefunction ¥/(x, ¢) can be expressed in terms of complete set of states of the
unperturbed Hamiltonian as

Y1) = ) cdguxe (2.41)
k

where the time-dependent coefficients ci(¢) allow for transitions between states.
Substituting (2.41) into (2.40) gives a set of differential equations for the coeffi-
cients ci(?),

_ dep . _; _ _ N _ n _
IZ[ gre” P — iEgcrgre ™| = ZCkHO¢ke Hi g ZH'Ck¢k€ i
k

k dr k
. dcy —iExt _ Ayr —iExt
= lzk: — B = zk: H ci(t) e Ex. (2.42)

Suppose at time 7 =0, the initial-state wavefunction is |i) = ¢; and the coefficients
are cx(0) = 0. If the perturbing Hamiltonian, which is constant for #> 0, is suffi-
ciently small that at all times c;(¢) ~ 1 and cy«;(?) = 0, then to a first approximation
(2.42) can be written

o der rr e —iEs
sz: - hee E o B e, (2.43)

The differential equation for the coeflicient c (), corresponding to transitions to a
particular final state |f)=¢, is obtained by taking the inner product of both the
LHS and RHS of (2.43) with ¢ ¢(x) and using (¢ rl¢r) = 0 sx to give

de .
=L = iR e (2.44)

where
(fIR')i) = fv ¢ (OH ¢i(x) dx.

The transition matrix element T g; = f |A’|i) has dimensions of energy because both
¢; and ¢ are normalised by a volume integral. At time #=T, the amplitude for
transitions to the state [f) is given by the integral of (2.44)

T
= _if T e"Er-ED s,
0

If the perturbing Hamiltonian is time-independent, so is the term (f |H’|i) and thus

T
cp(T) = —iTy; fo e Er=Et 4y, (2.45)

The probability for a transition to the state |f) is given by

T T
Pfi = cp(T)ep(T) = |Tsf f f e ErEDt T EEN qr
0 0
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The functional form of the integral of Equation (2.46) for T = 1s.

The transition rate dI'y; from the initial state |i) to the single final state |f) is
therefore

S}

Pyi 1 2 " *3 i(E—E)t —i(Er—E)t’ ’

dl'y; = _T = TlTﬁl "\ PfTE T RESEIE qr dy’ (2.46)
T
2

_r
2

where the limits of integration are obtained by the substitutions t — ¢ + 7'/2 and

t" — ' + T /2. The exact solution to the integral in (2.46) has the form

-2
sin” x ) (Ef— E)T
xz with x = T,

where the factor of 7% is included for clarity. This solution is shown for 7=1s in
Figure 2.5, from which it can be seen that the transition rate is only significant
for final states where E ~ E; and that energy is conserved within the limits of the
energy—time uncertainty relation

AEAt ~ F. (2.47)

The narrowness of the functional form of (2.46) means that for all practical
purposes, it can be written as

1 + +L . )
dry; = [T Jim {? f f HErED i ED gy g } .
T—oo _% _%

STl
N
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Using the definition of the Dirac delta-function given by (A.4) in Appendix A, the
integral over dt’ can be replaced by 27 6(Es — E;) and thus

+L
2

1
Ty =2x|TsP lim { = MErENS(E, — E;
dr; n|f|Tgxgo{ng S( D dt

If there are dn accessible final states in the energy range Ey — Ey + dEy, then the
total transition rate I'y; is given by

T
2

1
Tj =2n f |sz| a, Am {T f ) e"(Ef—Ei)’é(Ef—Ei)dt} dE;.  (248)

2

The delta-function in the integral implies that E; = E; and therefore (2.48) can be

written
dn 1[5
Tpi=2n | |T/?——6(E; - E;) lim { — dt ¢ dE
fi nfl il aE; (Ey l)Tl—IEO{Tj_‘g } I
, dn
=2m | Tyl —6(Ef - E)dEy (2.49)
dn
=27 |T il |~ it
ddT”f £ is referred to as the density of states, and is often written as p(E;)
where
dn
E;
PE) = |3,

Fermi’s golden rule for the total transition rate is therefore
Lyi = 21 |Tril*p(Ey),

where, to first order, Ty; = (f|H'|i).

In the above derivation, it was assumed that cgx;(f) 0. An improved approx-
imation can be obtained by again taking c;(¢#) ~ 1 and substituting the expression
for cyzi(t) from (2.45) back into (2.42), which after taking the inner product with a
particular final state ¢ ((x) gives

dc
d—f —i( IR0 ETEN (=i > (fIA e Ek>lf<k|H'|l>ez(Ek E) gy
k#i
(2.50)
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Because the perturbation is not present at =0, and for #>0 it is constant, the
integral in (2.50) can be written

i(Ex—Et
i(Ex — E)

Therefore, the improved approximation for the evolution of the coefficients c¢(7) is
given by

f k|A |iYe" BeED a4 = (kA )iy ————

A, oo kKA | ek,
_ = = Hli) + M7 BARET B/ i f I)t'
- z[(fl R e eyl [
k#i
Comparison with (2.44) shows that, to second order, the transition matrix element
Ty; is given by

ad agn

Ty = ity + ., LMD 'P;'_kz@H i
ki ! K
The second-order term corresponds to the transition occurring via some inter-
mediate state |k). The full perturbation expansion can be obtained by successive
substitutions. Provided the perturbation is sufficiently small, the successive terms
in the perturbation expansion decrease rapidly, and it is possible to obtain accu-
rate predictions using only the lowest-order term that contributes to a particular
process.

Summary
|

Three main topics have been presented in this chapter. Firstly, the system of natural
units with

h=c=gy=pup=1

was introduced. It is used widely in particle physics and is adopted throughout this
book. You should be comfortable with the concept of natural units and should be
able to convert between natural units and S.I. units.

Because almost all of particle physics deals with relativistic particles, a sound
understanding of special relativity and, in particular, the use of four-vectors is
essential for much of what follows. Four-vector notation is used throughout this
book with the conventions that the metric tensor is

1 000
0-1 0 0

— =

GI=9"=10 0-1 0]

0 0 0-1
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such that zeroth component of a four-vector is the time-like quantity, for example

x# =(t,x,y,2) and p" = (E,py, py, p2).

The scalar product of any two four-vectors,
a-b = a*b, = ga'b* = a®b° - a'b' - a*b* - @’b® = invariant,

forms a Lorentz-invariant quantity that does not depend on the frame of reference.
The results of the calculations that follow are usually presented in a frame inde-
pendent manner using Lorentz invariant quantities.

A number of concepts in quantum mechanics are central to the theoretical ideas
developed in the following chapters and it is important that you are familiar with
the material reviewed in this chapter. Here the four most important concepts are:
(i) the operator formulation of quantum mechanics, where physical observables are
described by time-independent operators acting on time-dependent wavefunctions;
(ii) the idea of stationary states of the Hamiltonian and the time development of a
quantum mechanical system; (iii) the treatment of angular momentum in quantum
mechanics and the algebra defined by the commutation relations between the angu-
lar momentum operators; and (iv) Fermi’s golden rule to describe transition rates.

Problems
]

21 When expressed in natural units the lifetime of the W boson is approximately 7 ~ 0.5 GeV~". What is the cor-
responding value in S.I. units?

2.2 Across section is measured to be 1pb; convert this to natural units.
23 Show that the processy — e*e™ can not occur in the vacuum.

24 Aparticle of mass 3 GeV is travelling in the positive z-direction with momentum 4 GeV; what are its energy and
velocity?

2.5  In the laboratory frame, denoted X, a particle travelling in the z-direction has momentum p = p,Z and
energy £.

(a) Use the Lorentz transformation to find expressions for the momentum p; and energy £” of the particle in a
frame X', which is moving in a velocity v = +v2 relative to X, and show that £2 — p2 = (E")? — (p})*.
(b) Forasystem of particles, prove that the total four-momentum squared,

pHp, = (Z Ei]z - (Z |o,-]2 ,

i i

is invariant under Lorentz transformations.
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2.6

2.7

2.8

2.9

2.10

21

212

213

214

2.15

For the decay @ — 1 + 2, show that the mass of the particle a can be expressed as
m} = m + mj + 2E6(1 = B8 s ),
where 3, and 3, are the velocities of the daughter particles (3; = v;/c) and @ is the angle between them.

Ina collider experiment, A baryons can be identified from the decay A — 5t~ p, which givesrrise to a displaced
vertex in a tracking detector. In a particular decay, the momenta of the 7t* and p are measured to be 0.75 GeV
and 4.25 GeV respectively, and the opening angle between the tracks is 9°. The masses of the pion and proton
are 139.6 MeV and 938.3 MeV.

() Calculate the mass of the A baryon.
(b) Onaverage, A baryons of this energy are observed to decay at a distance of 0.35 m from the point of pro-
duction. Calculate the lifetime of the A..

In the laboratory frame, a proton with total energy E collides with proton at rest. Find the minimum proton
energy such that process

PHP—p+p+p+p
is kinematically allowed.

Find the maximum opening angle between the photons produced in the decay T — +yy if the energy of the
neutral pion is 10 GeV, given that m,o = 135 MeV.

The maximum of the 7t~ p cross section, which occurs atp,, = 300 MeV, corresponds to the resonant production
of the A% baryon (i.e. 4/s = ma). What is the mass of the A?

Tau-leptons are produced in the process e*e™ — t*t~ at a centre-of-mass energy of 91.2 GeV. The angular
distribution of the st~ from the decay T~ — st v, is
dv
d(cos 6*)
where 6* is the polar angle of the st~ in the tau-lepton rest frame, relative to the direction defined by the

T (tau) spin. Determine the laboratory frame energy distribution of the 7t~ for the cases where the tau-lepton
spinis (i) aligned with o (ii) opposite to its direction of flight.

oc 1+ cos 6,

For the process 1+2— 3 +4, the Mandelstam variables s, t and u are defined as s=(p; +p,)?,
t=(p1— p3)*andu = (p; — ps)2. Show that

S+U+t=m+m+m+m.

At the HERA collider, 27.5 GeV electrons were collided head-on with 820 GeV protons. Calculate the centre-of-
mass energy.

Consider the Compton scattering of a photon of momentum k and energy £ = |k| = k from an electron at rest.
Writing the four-momenta of the scattered photon and electron respectively as k” and p’, conservation of four-
momentum is expressed as k + p = k” + p’. Use the relation p’> = m? to show that the energy of the scattered
photon is given by

3 E

T 1+ (E/me)(1 = cos 0)

where 6 is the angle through which the photon is scattered.

’

Using the commutation relations for position and momentum, prove that

|LeL,| = iL..
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(D 216

D 2

Using the commutation relations for the components of angular momenta prove
I:ZZ’ ZX:I = 0’
and

)

Show that the operators §,- = %a,—, where o; are the three Pauli spin-matrices,

e 1 (01) ¢ [0 i c (1 0
sz%(m)’ Sy:%(i o) and Szz%(0—1)’

satisfy the same algebra as the angular momentum operators, namely
5.5] =50 [5:5]=5 md [5.3]=5,
A2 N N N N
Find the eigenvalue(s) of the operator S = [11(5,2( + Sf + 52), and deduce that the eigenstates of S, are a suit-
able representation of a spin-half particle.

Find the third-order term in the transition matrix element of Fermi’s golden rule.



Decay rates and cross sections

4 This chapter describes the methodology for the calculations of cross sections
and decay rates in relativistic quantum mechanics. In particular, it introduces
the ideas of Lorentz-invariant phase space, the Lorentz-invariant matrix ele-
ment and the treatment of kinematics in particle decays and interactions. The
end product is a set of master formulas which, once the quantum mechanical
matrix element for a process is known, can be used to obtain expressions for
decays rates and cross sections. Provided the main concepts are understood, it
is possible to skip the details of the derivations.

3.1 Fermi’s golden rule

58

Much of particle physics is based on the experimental measurements of particle
decay rates and particle interaction cross sections. These experimentally observ-
able phenomena represent transitions between different quantum mechanical states.
In non-relativistic quantum mechanics, transition rates are obtained using Fermi’s
golden rule, which was derived in Section 2.3.6. Fermi’s golden rule for the transi-
tion rate I'y; from an initial state |i) to a final state |f) is usually expressed as

T = 27|T il p(E)), (3.1)

where T/; is the transition matrix element and p(E;) is the density of states. The
transition matrix element is determined by the Hamiltonian for the interaction
which causes the transitions A’. In the limit where the perturbation is weak, the
transition matrix element is given by a perturbation expansion in terms of the inter-
action Hamiltonian,
o AL i)
Tpi= (fIA'li) + ) e

s E;-E;

J#FL
The transition rate of (3.1) depends on the density of states p(E;),
dn

p(E;) = iE

b
E;
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3.2 Phase space and wavefunction normalisation

et [T q q

Feynman diagrams fore*e™ — pw*p ™ annihilation and e~q — e~ q scattering.

where dn is the number of accessible states in the energy range E — E + dE. Alter-
natively, the density of states can be written as an integral over all final-state ener-
gies using the Dirac delta-function to impose energy conservation,

dn dn
= | —0(E; - E)dE,
. de ( )

dE
giving the alternative form of Fermi’s golden rule

Ffi = Zﬂflellzé(El - E) dn, (32)

which appeared as an intermediate step in the derivation of Fermi’s golden rule,
see (2.49).

The transition rate between two states depends on two components, (i) the tran-
sition matrix element, which contains the fundamental particle physics, and (ii) the
density of accessible states, which depends on the kinematics of the process being
considered. The aim of the first part of this book is to develop the methodology for
the calculation of decay rates and interaction cross sections for particle annihila-
tion and scattering processes such as those represented by the Feynman diagrams
of Figure 3.1. In modern particle physics the most complete theoretical approach to
such calculations is to use quantum field theory. Nevertheless, the same results can
be obtained using perturbation theory in relativistic quantum mechanics (RQM).
This requires a relativistic formulation of Fermi’s golden rule where the density of
states is based on relativistic treatments of phase space and the normalisation of
the plane waves used to represent the particles.

3.2 Phase space and wavefunction normalisation
|

Before discussing the relativistic wavefunction normalisation and phase space, it
is worth briefly reviewing the non-relativistic treatment. In non-relativistic quan-
tum mechanics, the decay rate for the process a — 1 + 2 can be calculated using
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Fermi’s golden rule. To first order in perturbation theory, the transition matrix
element is

Tri = WvolH'Wa) (3.3)
= fv Wiy H yadx. (3.4)

In the Born approximation, the perturbation is taken to be small and the initial- and
final-state particles are represented by plane waves of the form

W(x, 1) = Ae'PYED, (3.5)

where A determines the wavefunction normalisation. The integral in (3.4) extends
over the volume in which the wavefunctions are normalised. It is usual to adopt a
scheme where each plane wave is normalised to one particle in a cubic volume of
side a. Using the non-relativistic expression for probability density p = y*y, this is

equivalent to writing
a " a
fffw*wdxdydz =1,
0 Jo Jo

which implies that the normalisation constant in (3.5) is given by
AT =1/d> =1}V,

where V is the volume of the box.
The normalisation of one particle in a box of volume a* implies that the wave-
function satisfies the periodic boundary conditions'

U(x+a,y,z) =yY(xy,2), etc.,

as illustrated in Figure 3.2. The periodic boundary conditions on the wavefunction,
for example e/P+* = ¢!P<**@) imply that the components of momentum are quan-
tised to

2r
(Px Py> p2) = (ny, ny, nz);e

! In terms of counting the number of states, the periodic boundary conditions are equivalent to
requiring that the wavefunction is zero at the boundaries of the volume. This condition implies that
the wavefunction consists of standing waves of the form ¥(x, y, z) = A sin(p,x) sin(p,y) sin(p.z),
with p,, p, and p, such that there are a half-integer number of wavelengths along each side of the
box. Since sin(p,x) = (e'P** —e~'P+¥) /2i, the wavefunction expressed in this way has forward-going
and backward-going components and the integration over phase space is restricted to positive
values of py, p, and p.. The same number of states are obtained with periodic boundary conditions,
with an integer number of wavelengths in each direction. In this case, the phase space integral
extends over both positive and negative values of p,, p, and p..
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(a) (b) p, (c) p,
2n teeccees
$? ﬁ o0 00
. oo
Py . . o

Px

dp

The non-relativistic treatment of phase space: (a) the wavefunction of a particle confined to a box of side
a satisfies the periodic boundary conditions such that there are an integer number of wavelengths in each
direction; (b) the allowed states in momentum space; and (c) the number of statesinarangep — p + dp
in two dimensions.

where ny, n, and n, are integers. This restricts the allowed momentum states to
the discrete set indicated in Figure 3.2b. Each state in momentum space occupies a
cubic volume of

o\ @)
d3p = dpxdpydpz = ( 77) = ()
a %

As indicated in Figure 3.2c, the number of states dn with magnitude of momentum
in the range p — p + dp, is equal to the momentum space volume of the spherical
shell at momentum p with thickness dp divided by the average volume occupied
by a single state, (27)3/V, giving

Vv
dn = 47rp2dp X ——

@2m)*’
and hence
dn _ 4np?
a_ Ty,
dp (2}
The density of states in Fermi’s golden rule then can be obtained from
dn dn|d
p(E) = = 2|2
dE  dp|dE

The density of states corresponds to the number of momentum states accessible
to a particular decay and increases with the momentum of the final-state particle.
Hence, all other things being equal, decays to lighter particles, which will be pro-
duced with larger momentum, are favoured over decays to heavier particles.

The calculation of the decay rate will not depend on the normalisation volume;
the volume dependence in the expression for phase space is cancelled by the factors
of V associated with the wavefunction normalisations that appear in the square of
transition matrix element. Since the volume will not appear in the final result, it
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is convenient to normalise to one particle per unit volume by setting V = 1. In this
case, the number of accessible states for a particle associated with an infinitesimal
volume in momentum space d*p; is simply

For the decay of a particle to a final state consisting of N particles, there are N — 1
independent momenta in the final state, since the momentum of one of the final-
state particles can always be obtained from momentum conservation. Thus, the
number of independent states for an N-particle final state is

dn = Hdn, U (27313.

This can be expressed in a more democratic form including the momentum space
volume element for the Nth particle d*p, and using a three-dimensional delta-
function to impose momentum conservation

N-1 d P N
dn=]] o )13 (pa > pl-] Epy. (3.6)
i=1

i=1

where p, is the momentum of the decaying particle. Therefore the general non-
relativistic expression for N-body phase space is

N
dn = 2n)* |_[ o )3 [ Zpl] (3.7

i=1

3.2.1 Lorentz-invariant phase space

The wavefunction normalisation of one particle per unit volume is not Lorentz
invariant since it only applies to a particular frame of reference. In a different ref-
erence frame, the original normalisation volume will be Lorentz contracted by a
factor of 1/ along its direction of relative motion, as shown in Figure 3.3. Thus,
the original normalisation of one particle per unit volume corresponds to a nor-
malisation of y = E/m particles per unit volume in the boosted frame of reference.
A Lorentz-invariant choice of wavefunction normalisation must therefore be pro-
portional to E particles per unit volume, such that the increase in energy accounts
for the effect of Lorentz contraction. The usual convention is to normalise to 2E
particles per unit volume. The reason for this particular choice is motivated in Sec-
tion 3.2.3 and also in Chapter 4.
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a a

a aly

The normalisation volume in a particular frame is length contracted along the direction of motion for a
general rest frame.

The wavefunctions ¢ appearing in the transition matrix element 7's; of Fermi’s
golden rule are normalised to one particle per unit volume,

f¢*wd3x= 1.
\%4

Wavefunctions with the appropriate Lorentz-invariant normalisation, here written
as Y/, are normalised to 2F particles per unit volume

f Wy dx = 2E,
1%
and therefore

v =By

For a general process, a + b + --- — 1 + 2 + ---, the Lorentz-invariant matrix
element, using wavefunctions with a Lorentz-invariant normalisation, is defined as

Myi = Wy 17 W, ). (3.8)

The Lorentz-invariant matrix element is therefore related to the transition matrix
element of Fermi’s golden rule by

My = W |151'|¢:1%...> = (E;-2E,---2E, - 2E}, - ")l/szi, (3.9)

where the product on the RHS of (3.9) includes all intial- and final-state particles.

3.2.2 Fermi’s golden rule revisited

For a two-body decay a — 1 + 2, the quantum mechanical transition rate is given
by Fermi’s golden rule, which in the form of (3.2) can be written

T =2n f ITi*6(Ey — Ey = Ep) dn,

where dn is given by (3.7), and hence
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&’p; &’p,
(2n)3 2n)*
Using the relation between the transition matrix element and the Lorentz invariant
matrix element of (3.9), this can be written as

Tsi = Qn)* fITfi|2(5(Ea - Ei - E)&(p, — Py — P2) (3.10)

Qn)* &p,  &p,

(2m)32E, (2r)32E,’

Tji= f IMil*8(Eq = E1 = E2)5* (P, — Py = P)

(3.11)

with |M f,~|2 =QE2E 12E2)|Tfl~|2. One consequence of using wavefunctions with a
Lorentz invariant normalisation, is that the phase space integral over d*p/(27)? has
been replaced by an integral over terms like
d’p
(2n)32E°
which is known as the Lorentz-invariant phase space factor. To prove this is Lorentz

invariant, consider a Lorentz transformation along the z-axis, where the element
dp transforms to d3p’ given by

dp’ d_p;d3

dp’ =dp’dp’dp. = dp,dp, - —dp. = . 3.12
p’ =dp.dp,dp; = dp.dp, dpzpz dp. p (3.12)

From the Einstein energy—momentum relation, E? = p2 + pﬁ + p? +m?, and the
Lorentz transformation of the energy—momentum four-vector,

p.=vy(p.—PE) and E’ =y(E-pp,),
it follows that

dp’ ’
ot = y(l —ﬁa—E) = (1-82)= Ly E-ppo ==,

dp, op. E
which when substituted into (3.12) demonstrates that
d3p/ _ d3p
E  E’

and hence d*p/E is Lorentz invariant.

The matrix element My; in (3.11) is defined in terms of wavefunctions with a
Lorentz-invariant normalisation, and the elements of integration over phase space
d3pl- /E; are also Lorentz invariant. Consequently, the integral in (3.11) is Lorentz
invariant and thus (3.11) expresses Fermi’s golden rule in a Lorentz-invariant form.
This is an important result, it is exactly the required relativistic treatment of transi-
tion rates needed for the calculation of decay rates. The resulting transition rate for
the decay a — 1 + 2 given in (3.11) is inversely proportional to the energy of the
decaying particle in the frame in which it is observed, E, = ym,, as expected from
relativistic time dilation.
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3.2.3 *Lorentz-invariant phase space

The expression for the decay rate given (3.11) can be extended to an N-body decay,
a— 142+ --- + N. In this more general case, the phase space integral involves the
three-momenta of all final-state particles

dLIPS = &
1—[ Qn)2E;’

where dLIPS is known as the element of Lorentz-invariant phase space (LIPS).
The factors 1/2E; can be rewritten in terms of a delta-function using (A.6) of

Appendix A and the constraint from the Einstein energy—momentum relationship,
= pl.2 + m?, which implies that

1
E? - dE; =
f o( - m?) 2Ei

Hence, the integral over Lorentz-invariant phase space can be written as

N
f ... dLIPS = f ---]_[<2n)—35(E$ —p? - m}) &p, dE;,
i=1

which, in terms of the four-momenta of the final-state particles is

N
f dLIPS =f---]_[(zn)‘36(p?—m$)d4p,~.
i=1

Similarly, the transition rate for the two-body decay a — 1 + 2, given in (3.11), can
be written as

n)*

L= f QR IMi26* (pa = p1 = PSP — mIS(E — m2) & p1d* .

The integral now extends over all values of the energies and momenta of each of the
final-state particles. The delta-functions ensure that the decay rate only has contri-
butions from values of the four-momenta of the final-state particles compatible with
overall energy and momentum conservation and the Einstein energy—momentum
relation pl.2 = ml.2. This form of the expression for the decay rate elucidates clearly
the point that all the fundamental physics lives in the matrix element. It also pro-
vides a deeper insight into the origin of the phase space integral.
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3.3 Particle decays
|

In general, a given particle may decay by more than one decay mode. For example,
the tau-lepton can decay into a number of final states, T~ — €™ VeVy, T — WV Vg
and T~ — v + hadrons. The transition rate for each decay mode j can be calcu-
lated independently using Fermi’s golden rule. The individual transition rates I';
are referred to as partial decay rates or, for reasons that will become apparent
later, partial widths.

The total decay rate is simply the sum of the decay rates for the individual decay
modes. For example, if there are N particles of a particular type, the number that
decay in time ¢6¢ is given by the sum of the numbers of decays into each decay
channel,

SN = =NT'16t = N5t — -+ = =N »"T;6t = =NTst, (3.13)
J
where the total decay rate per unit time I" is the sum of the individual decay rates,

r=>T;
j

The number of particles remaining after a time ¢ is obtained by integrating (3.13)
to give the usual exponential form

N(@) = N(©) ™™ = N(0) exp (-%)

where the lifetime of the particle in its rest frame 7 is referred to as its proper
lifetime and is determined from the total decay rate
T=—.
r
The relative frequency of a particular decay mode is referred to as the branching
ratio (or branching fraction). The branching ratio for a particular decay mode BR(})
is given by the decay rate to the mode j relative to the total decay rate

Y
BR(j) = T

For example, the branching ratio for the tau-lepton decay t~ — e Vv, is 0.17,
which means that on average 17% of the time a T~ will decay to e Ve Vv,. By defini-
tion, the branching ratios for all decay modes of a particular particle sum to unity.

3.3.1 Two-body decays

The transition rate for each decay mode of a particle can be calculated by using the
relativistic formulation of Fermi’s golden rule given in (3.11). The rate depends on
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The two-body decaya — 1 + 2 in the rest frame of particle a.

the matrix element for the process and the phase space integral. The matrix element
depends on the nature of the decay and needs to be evaluated for each process. In
contrast, the form of the phase space integral depends only on the number of parti-
cles in the final state. Furthermore, since the integral of (3.11) is Lorentz invariant,
it can be evaluated in any frame.

Consider the two-body decay a — 1 + 2, shown in Figure 3.4. In the centre-of-
mass frame, the decaying particle is at rest, £, = m, and p, =0, and the two daugh-
ter particles are produced back to back with three-momenta p* and —p*. In this
frame, the decay rate is given by (3.11),

Pl d3P2

3E, 2E (3.14)

Ipi= S f|Mfz| 6(mg — E1 — E2)8(py + Pp) =
It is not straightforward to evaluate the phase space integral in this expression, but
fortunately the calculation applies to all two-body decays and has to be performed
only once. The (53(p1 + p,) term in (3.14) means that the integral over d3p2 has the
effect of relating the three-momenta of the final-state particles giving p, = —p; and
hence

Iy =

1 1
Myil* §(my — Ey — E2) dpy, 3.15
S fl il 1E,E (my, — E1 — E»)d’p, (3.15)
where E, is now given by E2 (m2 + pl) In spherical polar coordinates,
d®p, = pidp; sin0dddg = p? dp;dQ,

and (3.15) can be written

2
2 b1
6 (ma = it + 7% = 3 +p§)4E1E2 dp;dQ.  (3.16)

At first sight this integral looks quite tricky. Fortunately the Dirac delta-function
does most of the work. Equation (3.16) has the functional form

Tfi= g

1
D= g [ WaPawnatren dpa, (3.17)
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with
2
1
_ , 3.18
g(p1) IEE, (3.18)
and
fp1) =my—E1 — Ey =mg — \/Mf+p%— \/m§+p%. (3.19)

The Dirac delta-function 6(f(p;)) imposes energy conservation and is only non-
zero for p; = p*, where p* is the solution of f(p*) =0. The integral over dp; in (3.17)
can be evaluated using the properties of the Dirac delta-function (see Appendix A),
whereby

-1

47 (3.20)
dp;

f My g(p1) 8 (Fp1) dpr = M (")
)

The derivative df/dp; can be obtained from (3.19),

PP B (B
dpr| gD g+ p)2 T B )

which, when combined with the expression for g(p;) given in (3.18), leads to
df
dpilp,=p
Thus, the integral of (3.20) is

-1 * *
__P > EE _ P
. 4E\E; p*(E\+Ey) 4m,

g(p")

[ M o080 i = i
mg
and therefore,
d3p d3p p*
2 3 1 4°p; 2
; -FE|-FE = 7dQ 21
[ Mot - 1 - E05 oy + o SRS = B [MgPaa, G2
and hence (3.14) becomes
ry=—2 f|Mf,-|2dQ. (3.22)
327m2m3

Equation (3.22) is the general expression for any two-body decay. The fundamental
physics is contained in the matrix element and the additional factors arise from the
phase space integral. The matrix element, which may depend on the decay angle,
remains inside the integral. The centre-of-mass frame momentum of the final-state
particles p* can be obtained from energy conservation, or equivalently f(p*)=0,
and is given by (see Problem 3.2)

p* = 5 [ — i+ mo | [ — o — 2]
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3.4 Interaction cross sections
|

The calculation of interaction rates is slightly more complicated than that for par-
ticle decays because it is necessary to account for the flux of initial-state particles,
where flux is defined as the number of particles crossing a unit area per unit time.
In the simplest case, one can imagine a beam of particles of type a, with flux ¢,,
crossing a region of space in which there are n; particles per unit volume of type
b. The interaction rate per target particle r, will be proportional to the incident

particle flux and can be written
rp = 0¢q. (3.23)

The fundamental physics is contained in o, which has dimensions of area, and is
termed the interaction cross section. Sometimes it is helpful to think of o as the
effective cross sectional area associated with each target particle. Indeed, there are
cases where the cross section is closely related to the physical cross sectional area
of the target, for example, neutron absorption by a nucleus. However, in general,
the cross section is simply an expression of the underlying quantum mechanical
probability that an interaction will occur.

The definition of the cross section is illustrated by the situation shown in
Figure 3.5a, where a single incident particle of type a is travelling with a veloc-
ity v, in a region defined by the area A, which contains n;, particles of type b per
unit volume moving with a velocity v, in the opposite direction to v,. In time 8¢,
the particle a crosses a region containing 6N = n,(v, + vp)ASt particles of type b.
The interaction probability can be obtained from the effective total cross sectional
area of the 0N particles divided by the area A, which can be thought of as the prob-
ability that the incident particle passes through one of the regions of area o drawn
around each of the N target particles, as shown in Figure 3.5b. The interaction
probability dP is therefore

_ONo  np(vq + vp)A o6t

oP 1 1 = nypvoot,
() (b)
(Vy+ vp)Ot
[} ° o
[ J
[ ]
° [ J

The left-hand plot (a) shows a single incident particle of type a traversing a region containing particles of
type b. The right-hand plot (b) shows the projected view of the region traversed by the incident particle in
time ot.
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where v = v, + v,. Hence the interaction rate for each particle of type a is

dp
Fg = — = npvo.

dr

For a beam of particles of type a, with number density n, confined to a volume V,
the total interaction rate is

rate = r,n,V = (npvo) n,V. (3.24)
The expression of (3.24) can be rearranged into
rate = (n,v)(npV)o = ¢ Np, 0.
Thus the total rate is equal to
rate = flux X number of target particles X cross section,

which is consistent with the definition of (3.23). More formally, the cross section
for a process is defined as

number of interactions per unit time per target particle

o= —
incident flux

It should be noted that the flux ¢ accounts for the relative motion of the particles.

3.4.1 Lorentz-invariant flux

The cross section for a particular process can be calculated using the relativistic
formulation of Fermi’s golden rule and the appropriate Lorentz-invariant expres-
sion for the particle flux. Consider the scattering process a + b — 1 + 2, as observed
in the rest frame where the particles of type a have velocity v, and those of type
b have velocity v,, as shown in Figure 3.6. If the number densities of the particles
are n, and ny, the interaction rate in the volume V is given by

rate = g, npVo = (Vg + Vp)ngnp o'V, (3.25)

The two-body scattering processa + b — 1+ 2.
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where ¢, is the flux of particles of type a through a plane moving at velocity vy,

o =ng(vg + Vp).

Normalising the wavefunctions to one particle in a volume V, givesn, = np = 1/V,
for which the interaction rate in the volume V is

(Vg + Vp)
= —0C0.

Lyi v

(3.26)

Because the factors of V in the expression for the flux will ultimately be cancelled
by the corresponding factors from the wavefunction normalisation and phase space,
the volume V will not appear in the final result and it is again convenient to adopt
a normalisation of one particle per unit volume. With this choice, the cross section
is related to the transition rate by

o= —r‘ﬁ
(Va +Vp)
The transition rate I'y; is given by Fermi’s golden rule, which in the form of (3.10)

gives

e
(Vg + Vp)

d’p; d’p,
(2n)3 2n)3

fITfi|26(Ea +Ep— E; — E2))8(P, + Py — P1 — P2)

This can be expressed in a Lorentz-invariant form by writing 7's; in terms of the
Lorentz-invariant matrix element My; = (2E; 2E, 2E3 2Ey)Y 2Tf,~,

@2m—2

d’p, d’p,
c=—— —
4EaEb(Va + V},)

2E, 2E,
(3.27)

f|Mfi|25(Ea +E,—E - E))5(p, + Py, — Py — P2)

The integral in (3.27) is now written in a Lorentz-invariant form. The quantity
F = 4E,E,(v, + vp) is known as the Lorentz-invariant flux factor. To demonstrate
the Lorentz invariance of F, first write

F = 4E,Ep(va +Vp) = 4E.Ep [ 22 + 22\ = 4(E,p, + Eypo).
Ea Eb
= F? = 16(E2p; + E;p2 + 2E,Eppap), (3.28)

and then note that, for the case where the incident particle velocities are collinear,
(Pa-Pb)* = (EaEp + paps)” = EZE; + pop) + 2E4EppPaps. (3.29)

Substituting the expression for 2E,Epp,pp from (3.29) into (3.28) then gives

F? =16 |(paps)” ~ (E; ~ IE;, — p})| -
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Thus, F can be written in the manifestly Lorentz-invariant form

1
F = 4[(pa-po)* — mamy |

Since both F and the integral in (3.27) are Lorentz invariant, it can be concluded
that the cross section for an interaction is itself Lorentz invariant.

3.4.2 Scattering in the centre-of-mass frame

Because the interaction cross section is a Lorentz-invariant quantity, the cross sec-

tion for the process a + b — 1 + 2 can be calculated in any frame. The most conve-

nient choice is the centre-of-mass frame where p, = —p, = p; and p; = —p, = p;},

and the centre-of-mass energy is given by s = (E} + E}). In the centre-of-mass
frame, the Lorentz-invariant flux factor is

pr p;

F =4E,E, (v, +V,) =4E E, (E_l* + E_l*

a b

= 4p; Vs.

Using this expression and the constraint that p, + p, = 0, (3.27) becomes

) =4p:(E, + E})

11 ) 3 d’p; ¢°p,
oc=—5—— | IMsl°6(Vs—E| — E2)0 +P)—— . 3.30
P 4p;\/§f| filP6(Ns — Ey = E2)0(p; + ps E g, (330
The integral in (3.30) is the same as that of (3.21) with m, replaced by +/s. There-
fore, applying the results from Section 3.3.1 immediately leads to

! X Py f IMi[PdQ
o= ~ ,
1672p; Vs 4+fs /i

where the solid angle element has been written as dQ2* to emphasise that it refers to
the centre-of-mass frame. Hence the cross section for any two-body — two-body
process is given by

L_P f IMi2dQ* (3.31)
g = — i . .
64125 p; fi

3.5 Differential cross sections
|

In many cases it is not only the total cross section that is of interest, but also the dis-
tribution of some kinematic variable. For example, Figure 3.7 shows the inelastic
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An example of e"p — e~ p scattering where the electron is scattered into a solid angle d<2.

scattering process e”p — eX where the proton breaks up. Here, the angular distri-
bution of the scattered electron provides essential information about the fundamen-
tal physics of the interaction. In this case, the relevant experimental measurement
is the differential cross section for the scattering rate into an element of solid angle
dQ = d(cos 6)d¢,

do _ number of particles scattered into d€2 per unit time per target particle
dQ incident flux ’

The integral of the differential cross section gives the total cross section,

do
o= | —dQ.
f dQ
Differential cross sections are not restricted to angular distributions. In some
situations, it is the energy distribution of the scattered particle that is sensitive to
the underlying fundamental physics. In other situations one might be interested in

the joint angular and energy distribution of the scattered particles. In each case, it
is possible to define the corresponding differential cross section, for example

do d*o
— or .
dE dEdQ

3.5.1 Differential cross section calculations

Differential cross sections can be calculated from the differential form of (3.31),

*

1 P
do = p—{|Mﬂ|2dQ*. (3.32)

64nr2s

The simplest situation is where the laboratory frame corresponds to the centre-of-
mass frame, for example e*e™ annihilation at LEP or pp collisions at the LHC.
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In this case, the differential cross section expressed in terms of the angles of one of
the final-state particles is immediately obtained from (3.32)

*

do 1 Py 2
e —|Mgil”. 3.33
dQ*  64n3s p?' s (3-33)

In fixed-target experiments, such as e"p — e p elastic scattering, where the
target proton is at rest, the laboratory frame is not the centre-of-mass frame and
the calculation is more involved. Here, the differential cross section is most useful
when expressed in terms of the observable laboratory frame quantities, such as
the angle through which the electron is scattered, 6. The differential cross section
with respect to the laboratory frame electron scattering angle can be obtained by
applying the appropriate coordinate transformation to (3.32).

The transformation from the differential cross section in the centre-of-mass frame
to that in the laboratory frame is most easily obtained by first writing (3.32) in a
Lorentz-invariant form, which is applies in all frames. This is achieved by express-
ing the element of solid angle dQ* in terms of the Mandelstam variable t = p; — ps.
For e"p — e p scattering, ¢ is a function of the initial- and final-state electron four-
momenta. Using the definitions of the particle four-momenta shown in Figure 3.8,

t=(py =Py’ =Py + py = 2p)ps
= m% + m% - 2(E{E; —p; *P3)
= m% + m% - 2E\E; + 2pjp;cos 6", (3.34)
In the centre-of-mass frame, the magnitude of the momenta and the energies of the

final-state particles are fixed by energy and momentum conservation and the only
free parameter in (3.34) is the electron scattering angle 6%, thus

dr = 2pjp; d(cos 6),

Lab. frame y e CoM frame y e
e P 0 e pi 0
. z " z
p ' p> P
Pa Pi
P p

The process of e~p — e™p elastic scattering shown in the laboratory (left) and centre-of-mass (right)
frames.
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and therefore

drd¢*
dQ* = d(cos 6%) d¢* = —¢ (3.35)
2pip;
Writing pj and pj respectively as p; and pji, and substituting (3.35) into (3.32)
leads to

= —  _|M>dg*dr. 3.36
o 128712Spf2| ril"d¢ (3.36)

Assuming that matrix element is independent of the azimuthal angle, the integra-
tion over d¢* just introduces a factor of 2z and therefore

do 1
— = Mg 3.37
& " S M (3.37)

The magnitude of the momentum of the initial-state particles in the centre-of-mass
frame can be shown to be

. 1
pi* = gls = (mi+ma)ls = (my = mo)’). (3.38)
Since o, s, t and |/\/(f,-|2 are all Lorentz-invariant quantities, Equation (3.37) gives

a general Lorentz-invariant expression for the differential cross section for the
two-body — two-body scattering process.

3.5.2 Laboratory frame differential cross section

Because (3.37) is valid in all rest frames, it can be applied directly to the example
of e"p — e p elastic scattering in the laboratory frame, shown in Figure 3.8. In the
limit where the incident and scattered electron energies are much greater than the
electron rest mass, the laboratory frame four-momenta of the particles are

p1 =~ (E1,0,0,E),

p2 = (mp,0,0,0),

p3 ~ (E3,0, E3sin6, E3 cos 6),
and  py = (E4, Py)-

The momenta of the initial-state particles in the centre-of-mass frame are given by
(3.38) and since me < my,

_ 2)2
*ZN(S mp)

2, 2T 3.39
! 4s ( )
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where s is given by

s=(p1+p2)’ = pi+p3+2p1-pa ~ m}+2pi-pa

= mrz, + 2Emy,
and therefore
E?m?
p2 = ls L3 (3.40)

The differential cross section in terms of the laboratory frame scattering angle of
the electron can be obtained from
do  do|df 1 dt do

A P 3.41
dQ ~ dr [dQ| ~ 27 d(cos ) dr 34D

where the factor 27 arises from the integral over d¢ (again assuming azimuthal
symmetry). An expression for d¢/d(cos #) can be obtained by writing the Mandel-
stam variable ¢ in terms of the laboratory frame four-momenta, defined above,

t=(p1 - p3)* ~ —2E 1 E3(1 - cos6), (3.42)

where Ej is itself a function of 6. Conservation of energy and momentum imply
that p; + p» = p3 + pa, and ¢ can also be expressed in terms of the four-momenta
of the initial and final-state proton,

t=(py— pa)’ =2m} —2py-py = 2my — 2myEy = —2my(Ey — E3),  (343)

where the last step follows from energy conservation, E4 = E| +myp — E3. Equating
(3.42) and (3.43) gives the expression for E3 as a function of cos 6,

E
1 (3.44)

E; = .
3 myp + Ey — Ejcos6

Because E| is the fixed energy of the initial-state electron, differentiating (3.43)
with respect to cos 6 gives

d(c((i)ts g~ 2 d(ccloEs3 o) (5.43)
Differentiating the expression for E3 of (3.44), gives
dE; Efmy _ E_%
d(cos@)  (my+ E, — Ejcos0)? mp’
which when substituted into (3.45) leads to
dr 2 (3.46)

d(cos 6) Rianch
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Substituting (3.46) into (3.41), and using the Lorentz-invariant expression for the
differential cross section of (3.37) gives

2
d_a' — i 2d_0— — LV\/‘ .|2
dQ 277 A eamsp2”

The momentum of the intial-state particles in the centre-of-mass frame can be elim-
inated using (3.40) and thus

do 1 (E3

2
a0~ 6ar ) Mol 4D

mpE1

Finally, the energy of the scattered electron E3 can be expressed in terms of cos
alone using (3.44). Therefore the differential cross section can be written as an
explicit function of cos 6 and the energy of the incident electron

do 1 1
dQ 6472 \m, + E; — E; cos

2
) IMif. (3.48)

The same calculation including the mass of the electron is algebraically more
involved, although the steps are essentially the same.

Summary
-______________________________________________________________________________|

The general expression for the decay rate a — 1 + 2 is

P 2
= Mg“dQ, 3.49
3272m3 fl vil (3:49)

where p* is the magnitude of the momentum of the final-state particles in the rest
frame of the decaying particle, which is given by

" = g N[00 = -t o o = o =]

The expression for the differential cross section for the process a + b — ¢ +d in
the centre-of-mass frame is

do 1 P}

— LM, 3.50
dQ*  64n%s p; /i (3-50)

where p; and p} are respectively the magnitudes of the initial- and final-state
momenta in the centre-of-mass frame. In the limit where the electron mass can
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be neglected, the differential cross section for e"p — e™p elastic scattering, in the
proton rest frame is

do 1 E;
dQ  64n2

2
2
—_— A6, 3.51
mpEl) M ( )

where E3 is a function of the electron scattering angle.

Problems
|

31 CQalculate the energy of the u™ produced in the decay at rest w~ — pw™v,. Assume m, =140 GeV,
m,, =106 MeV and take m, =~ 0.

3.2 Forthedecaya — 1+ 2, show that the momenta of both daughter particles in the centre-of-mass frame p* are

_ 1
T m,

*

p |(m2 = Gy + mo)? | [ = (m — m?].

33 Calculate the branching ratio for the decay K* — m*zt°, given the partial decay width T(K* — mt*n) =
1.2 1078 eV and the mean kaon lifetime 7(K*) =1.2 x 1078 s.

3.4 Atafuture e*e™ linear collider operating as a Higgs factory at a centre-of-mass energy of +/s = 250 GeV, the
cross section for the process e*e™ — HZ is 250 fb. If the collider has an instantaneous luminosity of
2 x 10* am~2 57" and is operational for 50% of the time, how many Higgs bosons will be produced in five
years of running?

Note: 1 femtobarn = 107 b.

35 Thetotalete™ —y — w*u~ annihilation cross section is o = 4a? /3s, where @ ~ 1/137. Calculate the
cross section at /s = 50 GeV, expressing your answer in both natural units and in barns (1barn =102 m?).
Compare this to the total pp cross section at /s = 50 GeV which is approximately 40 mb and comment on the
result.

3.6 A1GeV muon neutrino is fired at a 1m thick block of iron (5¢Fe) with density p =7.874 x 10° kg m~>. If the

average neutrino—nucleon interaction cross section is o = 8 X 107 ¢m?, calculate the (small) probability that
the neutrino interacts in the block.

3.7  Fortheprocessa + b — 1+ 2the Lorentz-invariant flux term is

1
F=4 [(pa-p,,)2 - mf,mé]i )
In the non-relativistic limit, 8, << 1and 8, <1, show that
F =~ 4mgmy vy, — vy,
where v, and v, are the (non-relativistic) velocities of the two particles.

3.8  The Lorentz-invariant flux term for the process a + b — 1+ 2in the centre-of-mass frame was shown to be
F=4p; /s, where p; is the momentum of the intial-state particles. Show that the corresponding expression
in the frame where b is at rest is

fF= Amyp,.
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@ 3.9  Show that the momentum in the centre-of-mass frame of the initial-state particles in a two-body scattering
process can be expressed as

o ]
= 5[5 — (my + my)*1[s — (my — my)).
@ 3.10  Repeat the calculation of Section 3.5.2 for the process e"p — e~p where the mass of the electron is no longer

neglected.

(a) Firstshow that

& P}
d(cos®) ~ ps(Es + my) — Expycos 6

(b) Then show that

o 1 P 1
_=_2._3. ML,
dQ  64m? pim, psfy +my) — Eprcos 6

where (£, py) and (£3, p3) are the respective energies and momenta of the initial-state and scattered elec-
trons as measured in the laboratory frame.



The Dirac equation

This chapter provides an introduction to the Dirac equation, which is the rel-
ativistic formulation of quantum mechanics used to describe the fundamental
fermions of the Standard Model. Particular emphasis is placed on the free-
particle solutions to the Dirac equation that will be used to describe fermions
in the calculations of cross sections and decay rates in the following chapters.

4.1 The Klein—Gordon equation

80

One of the requirements for a relativistic formulation of quantum mechanics is
that the associated wave equation is Lorentz invariant. The Schrodinger equation,
introduced in Section 2.3.1, is first order in the time derivative and second order
in the spatial derivatives. Because of the different dependence on the time and
space coordinates, the Schrodinger equation is clearly not Lorentz invariant, and
therefore cannot provide a description of relativistic particles. The non-invariance
of the Schrodinger equation under Lorentz transformations is a consequence its
construction from the non-relativistic relationship between the energy of a free
particle and its momentum

p2

T om’

The first attempt at constructing a relativistic theory of quantum mechanics was
based on the Klein—Gordon equation. The Klein—Gordon wave equation is obtained
by writing the Einstein energy—momentum relationship,

E? =p* +m?,
in the form of operators acting on a wavefunction,

E2p(x, 1) = PAY(x, 1) + nPg(x, 1),
Using the energy and momentum operators identified in Section 2.3.1,
0

A:—.V d E: ._9
P l an la[
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this leads to the Klein—Gordon wave equation,

Py o 2
The Klein—Gordon equation, which is second order in both space and time deriva-

tives, can be expressed in the manifestly Lorentz-invariant form
(049, + m* ) = 0, 4.2)
where

ty=s—-—-—-—.,
R )
is the Lorentz-invariant scalar product of two four-vectors.
The Klein—Gordon equation has plane wave solutions,

W(x, 1) = NePXED (4.3)
which when substituted into (4.2) imply that

EXy = p*y +my,
and thus (by construction) the plane wave solutions to the Klein—-Gordon equa-

tion satisfy the Einstein energy—momentum relationship, where the energy of the
particle is related to its momentum by

E = +/p* + m?.

In classical mechanics, the negative energy solutions can be dismissed as being
unphysical. However, in quantum mechanics all solutions are required to form a
complete set of states, and the negative energy solutions simply cannot be dis-
carded. Whilst it is not clear how the negative energy solutions should be inter-
preted, there is a more serious problem with the associated probability densities.
The expressions for the probability density and probability current for the Klein—
Gordon equation can be identified following the procedure used in Section 2.3.2.
Taking the difference y* X (4.1) — ¢ X (4.1)" gives

Py Py ) .
U'os Y =WV =) — (VY -y
L0 o
( a‘f v ) SV VY - V). 44

Comparison with the continuity equation of (2.20) leads to the identification of
the probability density and probability current for solutions to the Klein—Gordon
equation as

0 o
—l(lﬁ—w_l// w

) and j = —i(y"Vy —yVy), (4.5)
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where the factor of i is included to ensure that the probability density is real. For a
plane wave solution, the probability density and current are

p=2IN?E and j=2|NPp,

which can be written as a four-vector jl‘éG =2|N|>pH. The probability density is
proportional to the energy of the particle, which is consistent with the discussion
of relativistic length contraction of Section 3.2.1. However, this implies that the
negative energy solutions have unphysical negative probability densities. From
the presence of negative probability density solutions, it can be concluded that the
Klein—Gordon equation does not provide a consistent description of single particle
states for a relativistic system. It should be noted that this problem does not exist in
quantum field theory, where the Klein—Gordon equation is used to describe multi-
particle excitations of a spin-0 quantum field.

4.2 The Dirac equation
I —

The apparent problems with the Klein—Gordon equation led Dirac (1928) to search
for an alternative formulation of relativistic quantum mechanics. The resulting
wave equation not only solved the problem of negative probability densities, but
also provided a natural description of the intrinsic spin and magnetic moments of
spin-half fermions. Its development represents one of the great theoretical break-
throughs of the twentieth century.

The requirement that relativistic particles satisfy E*=p®+m? results in the
Klein—-Gordon wave equation being second order in the derivatives. Dirac looked
for a wave equation that was first order in both space and time derivatives,

2

Ey = (a-p+pmy, (4.6)

which in terms of the energy and momentum operators can be written

i%l/l = (—iax% - iay% - iaza% +ﬁm) W “4.7)
If the solutions of (4.7) are to represent relativistic particles, they must also sat-
isfy the Einstein energy—momentum relationship, which implies they satisfy the
Klein—Gordon equation. This requirement places strong constraints on the possi-
ble nature of the constants @ and 8 in (4.6). The conditions satisfied by @ and 8 can
be obtained by “squaring” (4.7) to give

Py . o . d
or? 0x 0z ox

0
= liay— + ia/ya—y +ia,— — Bm|liay— + iaya—y + iazﬁ_z —ﬁm) v,
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which, when written out in gory detail, is

Py _ L0 Py S,
o = g e tigg TPMY
2 2 92
+ (ayay, + ayax)m + (aya; + azay)m + (o, + axaz)%

+ i(a,f +ﬁa/x)ma—¢’ + i(a,B +ﬁa/y)m6—¢’ + (a8 +ﬁaz)ma—l'//. 4.8)
0x Oy 0z
In order for (4.8) to reduce to the Klein—Gordon equation,

2 2 2 2
a_l//:a_w+a_w+a_w_m2d/’
a2 ax: Gy 0z

the coefficients @ and 8 must satisfy

=ay=al=p =1 (4.9)
aj,8+ﬁaj=0, (4.10)
ajap+ara;=0 (j#k), 4.11)

where [ represents unity. The anticommutation relations of (4.10) and (4.11) can-
not be satisfied if the @; and B are normal numbers. The simplest mathematical
objects that can satisfy these anticommutation relations are matrices. From the
cyclic property of traces, Tr(ABC) = Tr (BCA), and the requirements that 5> = I and
a; B = —fa;, itis straightforward to show that the @; and 8 matrices must have trace
Zero:

Tr(a) = Tr(@ifB) = Tr(Baip) = =Tr(ai fB) = —Tr ().

Furthermore, it can be shown that the eigenvalues of the @; and S matrices are +1.
This follows from multiplying the eigenvalue equation,

a;X = X,
by a; and using a/l.2 = I, which implies
X=X = X=X,

and therefore A = 1. Because the sum of the eigenvalues of a matrix is equal to its
trace, and here the matrices have eigenvalues of either +1 or —1, the only way the
trace can be zero is if the @; and 8 matrices are of even dimension. Finally, because
the Dirac Hamiltonian operator of (4.6),

Hp = (a-p +pm),
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must be Hermitian in order to have real eigenvalues, the @ and 8 matrices also must
be Hermitian,

ay=al, a=a, a=a and B=4" (4.12)

Hence ay, ay, @, and B are four mutually anticommuting Hermitian matrices of
even dimension and trace zero. Because there are only three mutually anticom-
muting 2 X 2 traceless matrices, for example the Pauli spin-matrices, the lowest
dimension object that can represent a,, @, ; and § are 4 X 4 matrices. Therefore,
the Dirac Hamiltonian of (4.6) is a 4 X 4 matrix of operators that must act on a
four-component wavefunction, known as a Dirac spinor,

Y
%)
Y3
Ya

1!/:

The consequence of requiring the quantum-mechanical wavefunctions for a rela-
tivistic particle satisfy the Dirac equation and be consistent with the Klein—Gordon
equation, is that the wavefunctions are forced to have four degrees of freedom.
Before leaving this point, it is worth noting that, if all particles were massless,
there would be no need for the 8 term in (4.7) and the @ matrices could be rep-
resented by the three Pauli spin-matrices. In this Universe without mass, it would
be possible to describe a particle by a two-component object, known as a Weyl
spinor.

The algebra of the Dirac equation is fully defined by the relations of (4.9)—(4.11)
and (4.12). Nevertheless, it is convenient to introduce an explicit form for a,, a,,
a; and B. The conventional choice is the Dirac—Pauli representation, based on the
familiar Pauli spin-matrices,

1 0 0 (o]
ﬁ:(o _1) and ai:(o_ 0), 4.13)

i

with

(10 (01 I A Y A
“lo1) “Tlio) 9vT\i o 92\ -1 )

This is only one possible representation of the @ and 8 matrices. The matrices ;] =
Ua;U™" and 8 = UBU™!, generated by any 4 x 4 unitary matrix U, are Hermitian
and also satisfy the necessary anticommutation relations. The physical predictions
obtained from the Dirac equation will not depend on the specific representation
used; the physics of the Dirac equation is defined by the algebra satisfied by a,,
@, a; and B, not by the specific representation.
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4.3 Probability density and probability current

The expressions for the probability density and probability current for solutions
of the Dirac equation can be obtained following a similar procedure to that used
for the Schrodinger and Klein—Gordon equations. Since the wavefunctions are
now four-component spinors, the complex conjugates of wavefunctions have to
be replaced by Hermitian conjugates, y* — ¢ = (¢*)T. The Hermitian conjugate
of the Dirac equation,

—iaxg—li —ia, Zw lozz(;—f + mBy = +l(?9—lf 4.14)
is simply
R A S A S .
+1Eax +i— 3 @, T oz oz + my B = at (4.15)

Using the fact that the o and 8 matrices are Hermitian, the combination of ' x
(4.14) = (4.15) x ¢ gives

+f . 0 0 0
A (—la/x (;i i, a"b ia, aw +[3m;b)

( oy’ oy’ '

@ +i——a, +i——
0z

0x oy
Equation (4.16) can be simplified by writing

s : (4.16)
a: + m«ﬂﬁ)w =iy ,i¢

oy oyt oW aw) o W o)
T = — -‘l — =
Vg T grav=—p— ad Yo+ ey= =g
giving
o o’ w)
V-Way) + —— o ,

where ' = ), ¥5, ¥, ¥;). By comparison with the continuity equation of (2.20),
the probability density and probability current for solutions of the Dirac equation
can be identified as

p=y¢'y and j=ylay. (4.17)
In terms of the four components of the Dirac spinors, the probability density is
p =y = Wil + ol + sl + wal,

and thus, all solutions of the Dirac equation have positive probability density. By
requiring that the wavefunctions satisfy a wave equation linear in both space and
time derivatives, in addition to being solutions of the Klein—Gordon equation, Dirac
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solved the perceived problem with negative probability densities. The price is that
particles now have to be described by four-component wavefunctions. The Dirac
equation could have turned out to be a purely mathematical construction with-
out physical relevance. However, remarkably, it can be shown that the additional
degrees of freedom of the four-component wavefunctions naturally describe the
intrinsic angular momentum of spin-half particles and antiparticles. The proof that
the Dirac equation provides a natural description of spin-half particles is given in
the following starred section. It is fairly involved and the details are not essential
to understand the material that follows.

4.4 *Spin and the Dirac equation
I —

In quantum mechanics, the time dependence of an observable corresponding to an
operator O is given by (2.29),

do _d o o
T = 10 = iWllA, Oly).

Therefore, if the operator for an observable commutes with the Hamiltonian of
the system, it is a constant of the motion. The Hamiltonian of the free-particle
Schrodinger equation,

f)_2

Ase = 2
SE m

commutes with the angular momentum operator L=fxp, and thus angular
momentum is a conserved quantity in non-relativistic quantum mechanics. For the
free-particle Hamiltonian of the Dirac equation,

Hp =a-p+pBm, (4.18)
the corresponding commutation relation is
[Ap.L] = [a-p +pm.# x p] = [@-p,F x pl. (4.19)

This can be evaluated by considering the commutation relation for a particular
component of L, for example

[FID’ ]:x] = [a- f)’ (f' X ﬁ)x] = [a’xﬁx + a’yﬁy + a’zﬁz’ gﬁz - 2ﬁy] (4-20)

The only terms in (4.20) that are non-zero arise from the non-zero position—
momentum commutation relations

[X, pxl = 19, Pyl = [Z, Pzl = i,
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giving
[I:ID’ ﬁx] = a’y[ﬁy’ y1p; — a.lp, 2]ﬁy
= _i(a’yﬁz - azﬁy)
= _l(a x f’)X’

where (@ X P), is the x-component of @ X p. Generalising this result to the other
components of L gives

[Hp, L] = —ia x p. 4.21)

Hence, for a particle satisfying the Dirac equation, the “orbital” angular momentum
operator I. does not commute with the Dirac Hamiltonian, and therefore does not
correspond to a conserved quantity.

Now consider the 4 X 4 matrix operator S formed from the Pauli spin-matrices

'\_1'\_10'0
s=§>:=§(00), (4.22)
with
0100 0 -0 0 1 00 0
. 1000 - i 00 0 . lo=10 o0
“=looo01] 7|0 00| ™ %==|g 01 o
0010 0 0i 0 0 00 —1

Because the @-matrices in the Dirac—Pauli representation and the X-matrices are
both derived from the Pauli spin-matrices, they have well-defined commutation
relations. Consequently, the commutator [«;, ﬁx] can be expressed in terms of the
commutators of the Pauli spin-matrices. Writing the 4 X 4 matrices in 2 X 2 block

form,
e [0 oi\[fox O oy 0 0 oy
s = (o NG )5 a0 T
0 [oi, 0] )
= . 423
( [oi,ox] 0 (423)
The commutation relations,
[0x,0x] =0, [oy,0,]==2i0c, and [0, 0] =2i0y,

imply that (4.23) is equivalent to

[y, 2] =0, (4.24)

0 2o,
—2io, 0

B 0 2ioy\ .
[a;, Zx] _(2i0'y 0 )—21%. (4.26)

[y, Zy] = ( = ~2ia,, (4.25)
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Now consider the commutator of 3, with the Dirac Hamiltonian
[Ap, ] = [@- P +Bm,Z,].
It is straightforward to show that [, 2] = 0 and hence

[Ap, 2] = [@« P, 4] = [@ps + @ypy + a:pr, L]
= px[a'x’ x] + py[a'y, x] + pz[az’ x]- (4.27)

Using the commutation relations of (4.24)—(4.26) implies that

[FIDv ix] = _2iﬁya'z + Ziﬁzay

= 2i(a X P),.
Generalising this derivation to the i and z components of [Hp, £]and using S= %f‘.
gives the result
[Ap,S] =ia xp. (4.28)

Because S does not commute with the Dirac Hamiltonian, the corresponding
observable is not a conserved quantity. However, from (4.21) and (4.28) it can be
seen that the sum J = L + S commutes with the Hamiltonian of the Dirac equation,

[ﬂp,j] = [I:ID,I: +S] =0.

Hence S can be identified as the operator for the intrinsic angular momentum (the
spin) of a partlcle The total angular momentum of the particle, associated with the
operator J = L. + S, is a conserved quantlty

Because the 4 X 4 matrix operator S is defined in terms of the Pauli spin-matrices,

A o0
Y= 2( ), (4.29)

§= 0 o

o=

its components have the same commutation relations as the Pauli spin-matrices,
for example [S.,S yl= iS .- These are the same commutation relations satisfied by
the operators for orbital angular momentum, [I:x,l:y] = iﬁz, etc. Therefore, from
the arguments of Section 2.3.5, it follows that spin is quantised in exactly the same
way as orbital angular momentum. Consequently, the total spin s can be identified
from the eigenvalue of the operator,

2 1o . @ 3
S :Z(ZX+Zy+ZZ):Z

oS o o =
(=N el =)
o = O O
- o O O
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for which Szls, mg) = s(s + 1)|s, mg). Hence, for any Dirac spinor i,

8% = s+ Ly = 2y,

and thus a particle satisfying the Dirac equation has intrinsic angular momentum
s = % Furthermore, it can be shown (see Appendix B.1) that the operator fi giving
the intrinsic magnetic moment of a particle satisfying the Dirac equation is given by

a=-=8, (4.30)

3=

where g and m are respectively the charge and mass of the particle. Hence S has
all the properties of the quantum-mechanical spin operator for a Dirac spinor.
The Dirac equation therefore provides a natural description of spin-half particles.
This is a profound result, spin emerges as a direct consequence of requiring the
wavefunction to satisfy the Dirac equation.

4.5 Covariant form of the Dirac equation
I —

Up to this point the Dirac equation has been expressed in terms of the a- and -
matrices. This naturally brings out the connection with spin. However, the Dirac
equation is usually expressed in the form which emphasises its covariance. This is
achieved by first pre-multiplying the Dirac equation of (4.7) by 3 to give

iﬁaxg—‘;’: + iﬁayg—‘y” + iﬁaz‘g—‘i’ + iﬁaa—‘/t’ - BPmy = 0. (4.31)

By defining the four Dirac y-matrices as

V=B v =Ba, ¥ =pa, and ¥’ =pa,
and using 8% = I, equation (4.31) becomes

o0 Oy 0 30y
0oy 19y 209 30V _
iy o + iy o + iy 3y + iy oz my = 0.

By labelling the four y-matrices by the index y, such that y* = (3°,9',9%,7%), and
using the definition of the covariant four-derivative

0 0 0 0
8}1 = (a()a 61’82’ a3) = (Ea a’ @a 6_2)’

the Dirac equation can be expressed in the covariant form

(iy* 0, —myy = 0, (4.32)
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with the index u being treated as the Lorentz index of a four-vector and, as usual,
summation over repeated indices is implied. Despite the suggestive way in which
(4.32) is written, it is important to realise that the Dirac y-matrices are not
four-vectors; they are constant matrices which are invariant under Lorentz trans-
formations. Hence, the Lorentz covariance of the Dirac equation, which means that
it applies in all rest frames, is not immediately obvious from Equation (4.32). The
proof of the covariance of the Dirac equation and the derivation of the Lorentz
transformation properties of Dirac spinors is quite involved and is deferred to
Appendix B.2.

The properties of the y-matrices can be obtained from the properties of the
@- and S-matrices givenin (4.9), (4.11) and (4.12). For example, using 82 = I, a2 = I
and Ba, = — a, B, it follows that

") = oy fay = —ay fBay = —a? = 1.
Similarly, it is straightforward to show that the products of two y-matrices satisfy
O =1

@)=~
and y*y" = —y"y¥ for u+#v,

where the convention used here is that the index k=1, 2 or 3. The above expres-
sions can be written succinctly as the anticommutation relation

.y = vty + Yy =297, (4.33)

The y° matrix, which is equivalent to 3, is Hermitian and it is straightforward to
show that the other three gamma matrices are anti-Hermitian, for example,

Y= Ban)’ = alf’ = axf = —par =",
and hence

YT =99 and KT = k. (4.34)

Equations (4.33) and (4.34) fully define the algebra of the y-matrices, which
in itself is sufficient to define the properties of the solutions of the Dirac equa-
tion. Nevertheless, from a practical and pedagogical perspective, it is convenient to
consider a particular representation of the y-matrices. In the Dirac—Pauli represen-
tation, the y-matrices are

0 _ _ 1 0 k _ 0 (o7
% _,8_(0 7 and y" =B = —op 0 )
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where the a- and S-matrices are those defined previously. Hence in the Dirac—Pauli

representation,
10 0 0 0 001
o |01 0 o0 0 010
YZloo-1 o 0-100
00 0 -1 -1 000
(4.35)
000 —i 001 0
, | 00 o ;s | 000 -1
YL oio ol Y 7|l-100 o0
00 0 010 0

4.5.1 The adjoint spinor and the covariant current

In Section 4.3, it was shown that the probability density and the probability current
for a wavefunction satisfying the Dirac equation are respectively given by p = /Ty
and j = Yy . These two expressions can be written compactly as

i* = (o, ) = vy Oy*y, (4.36)

which follows from (y%)> =1 and y°y* = 88a = a). By considering the Lorentz
transformation properties of the four components of j*, as defined in (4.36), it can
be shown (see Appendix B.3) that j* is a four-vector. Therefore, the continuity

equation (2.20), which expresses the conservation of particle probability,

dp
—+V.j=0,
ot J

can be written in the manifestly Lorentz-invariant form of a four-vector scalar
product

B,j" = 0.

The expression for the four-vector current, j*=y7y%y*y, can be simplified by
introducing the adjoint spinor s, defined as

v =yl

The definition of the adjoint spinor allows the four-vector current j* to be written
compactly as

J* =yt (4.37)
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For completeness, it is noted that in the Dirac—Pauli representation of the
y-matrices, the adjoint spinor is simply

0

0 * * * *
~1 = (lr//17¢’2’_l7[/3’_l//4)'

0 —

- o O O

10
v=y"y" =Y = WL e |
00

4.6 Solutions to the Dirac equation
I —

The ultimate aim of this chapter is to identify explicit forms for the wavefunctions
of spin-half particles that will be used in the matrix element calculations that fol-
low. It is natural to commence this discussion by looking for free-particle plane
wave solutions of the form

W(x,1) = u(E, p)e'PxED, (4.38)

where u(E,p) is a four-component Dirac spinor and the overall wavefunction
Y(x, t) satisfies the Dirac equation

(iy"d, — m = 0. (4.39)

The position and time dependencies of the plane waves described by (4.38) occur
solely in exponent; the four-component spinor u(E, p) is a function of the energy
and momentum of the particle. Hence the derivatives d,,4 act only on the exponent
and therefore,

ooy = Z-ll; =—iEy, 0= Z—li =ipy, O =ipyy and O3y =ipy.
(4.40)
Substituting the relations of (4.40) back into (4.39) gives
OE = ' pe =¥’ py =V’ pe = mu(E, p)e®* 0 = 0,
and therefore the four-component Dirac spinor u(E, p) satisfies
'pu—mu=0, (4.41)

where, because of the covariance of the Dirac equation, the index u on the
y-matrices can be treated as a four-vector index. Equation (4.41), which contains
no derivatives, is the free-particle Dirac equation for the spinor u written in terms
of the four-momentum of the particle.



93

4.6 Solutions to the Dirac equation

4.6.1 Particles at rest

For a particle at rest with p =0, the free-particle wavefunction is simply
Y = u(E, 00",
and thus (4.41) reduces to
Eyou = mu.

This can be expressed as an eigenvalue equation for the components of the spinor

10 0 0)(¢ b1
01 0 Of]l¢2]_ )
Eloo-1 ofles|[™™ 05
00 0-1){¢gy b4
Because 7y is diagonal, this yields four orthogonal solutions. The first two,
1 0
0 1
u(E,0) =N 0 and uy(E,0)=N ol (4.42)
0 0
have positive energy eigenvalues, E = +m. The other two solutions,
0 0
0 0
u3(E,0) =N 1 and wy(E,0)=N ol (4.43)
0 1

have negative energy eigenvalues, £ =—m. In all cases N determines the nor-
malisation of the wavefunction. These four states are also eigenstates of the S,
operator, as defined in Section 4.4. Hence u,(E,0) and uy(E, 0) represent spin-up
and spin-down positive energy solutions to the Dirac equation, and u3(E,0) and
us(E, 0) represent spin-up and spin-down negative energy solutions. The four solu-
tions to the Dirac equation for a particle at rest, including the time dependence, are
therefore

1 0 0 0
l/ll =N 8 e—imt’ l,l’2 =N é e—imt’ 11/3 =N (1) e+imt and ‘,l’4 =N 8 e+imt.
0 0 0 1

4.6.2 General free-particle solutions

The general solutions of the free-particle Dirac equation for a particle with momen-
tum p can be obtained from the solutions for a particle at rest, using the Lorentz
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transformation properties of Dirac spinors derived in Appendix B.2. However, it
is more straightforward to solve directly the Dirac equation for the general plane
wave solution of (4.38). The Dirac equation for the spinor u(E, p) given in (4.41)
when written in full is

(EY’ = pxy' = pyy* = poy’ —mu = 0.

This can be expressed in matrix form using the Dirac—Pauli representation of the
y-matrices, giving

I 0 0 o-p I0 B
(6 %)= So% )l § =0 (444

where the 4 X 4 matrix multiplying the four-component spinor « has been expressed
in 2 X 2 block matrix form with

- px—ipy)

p= + + =
O P =0xPx+0xpy+0xp; (Px+ipy -,

Writing the spinor u in terms of two two-component column vectors, u4 and ug,

u= ,
up
allows (4.44) to be expressed as

(E-m)] -o-p us\ g
op —-(E+mi)\ug| 7
giving coupled equations for u4 in terms of up,

o-p

Uus = T mug, (4.45)
o-p

= . 4.46

Up =zl (4.46)

Two solutions to the free-particle Dirac equation, u; and u;, can be found by taking
the two simplest orthogonal choices for u4,

uA:((l)) and uA:((])). (4.47)

The corresponding components of ug, given by (4.46), are

. 1 _;
g = o-p ( 2 Px lpy)uA,

E+m E+m\pc+ip, -p:
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and thus the first two solutions of the free-particle Dirac equation are

1 0
0 1
ul(E, p) = N1 Dz and uz(E, p) = Nz pe—ipy |>
el Eyn
E+m E+m

where N; and N, determine the wavefunction normalisation. It should be noted
that whilst the choice of the two orthogonal forms for u4 is arbitrary, any other
orthogonal choice would have been equally valid, since a general (E > 0) spinor
can be expressed as a linear combination of #; and u,. Choosing the forms of u4 of
(4.47) is analogous to choosing a particular basis for spin where conventionally the
z-axis is chosen to label the states. The two other solutions of the Dirac equation

can be found by writing
1 0
MB=(O) and u3=(1),

and using (4.45) to give the corresponding components for u,4. The four orthogonal
plane wave solutions to the free-particle Dirac equation of the form

Wi = ui(E, p)e’®*E0

are therefore

Pz
1 0 Tom
0 1 Pxtipy
ur =Ni| p. |, =N p—ip, | Us=N3 Eim and
E+m
Patip, Epn 0
E+m E+m
Px_ipy
E-m
Pz
Uy = Ny| E-m |, (4.48)
0
1

If any one of these four spinors is substituted back into the Dirac equation, the
Einstein energy—momentum relation E> = p? + m? is recovered. In the limit p=0,
the spinors u; and u; reduce to the E > 0 spinors for a particle at rest given in (4.42).
Hence u; and u;, can be identified as the positive energy spinors with

E = +|\/p2 + m?

and u3 and uy4 are the negative energy particle spinors with

E=-|\p .

’
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The same identification of u; and u, as being the positive energy spinors, and u3
and u4 as the negative energy spinors, can be reached by transforming the solu-
tions for a particle at rest into the frame where the particle has momentum p (see
Appendix B.2).

At this point it is reasonable to ask whether it is possible to interpret all four
solutions of (4.48) as having E > 0. The answer is no, as if this were the case, the
exponent of the wavefunction,

W(x, 1) = u(E, p)e'PxED,

would be the same for all four solutions. In this case the four solutions no longer
would be independent since, for example, it would be possible to express u; as the
linear combination

Pz Pxt ipy
= usz + Us.
E+m E+m

ui

Hence, there are only four independent solutions to the Dirac equation when two
are taken to have E < 0; it is not possible to avoid the need for the negative energy
solutions. The same conclusion can be reached from the fact that the Dirac Hamil-
tonian is a 4 X 4 matrix with trace zero, and therefore the sum of its eigenvalues is
zero, implying equal numbers of positive and negative energy solutions.

4.7 Antiparticles

The Dirac equation provides a beautiful mathematical framework for the relativis-
tic quantum mechanics of spin-half fermions in which the properties of spin and
magnetic moments emerge naturally. However, the presence of negative energy
solutions is unavoidable. In quantum mechanics, a complete set of basis states is
required to span the vector space, and therefore the negative energy solutions can-
not simply be discarded as being unphysical. It is therefore necessary to provide a
physical interpretation for the negative energy solutions.

4.7.1 The Diracsea interpretation

If negative energy solutions represented accessible negative energy particle states,
one would expect that all positive energy electrons would fall spontaneously into
these lower energy states. Clearly this does not occur. To avoid this apparent contra-
diction, Dirac proposed that the vacuum corresponds to the state where all negative
energy states are occupied, as indicated in Figure 4.1. In this “Dirac sea” picture,
the Pauli exclusion principle prevents positive energy electrons from falling into
the fully occupied negative energy states. Furthermore, a photon with energy
E >2m, could excite an electron from a negative energy state, leaving a hole in
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The Dirac interpretation of negative energy solutions as holes in the vacuum that correspond to antiparticle
states.

the vacuum. A hole in the vacuum would correspond to a state with more energy
(Iess negative energy) and a positive charge relative to the fully occupied vacuum.
In this way, holes in the Dirac sea correspond to positive energy antiparticles with
the opposite charge to the particle states. The Dirac sea interpretation thus pro-
vides a picture for e*e™ pair production and also particle—antiparticle annihilation
(shown in Figure 4.1). The discovery of positively charged electrons in cosmic-ray
tracks in a cloud chamber, Anderson (1933), provided the experimental confir-
mation that the antiparticles predicted by Dirac corresponded to physical observ-
able states.

Nowadays, the Dirac sea picture of the vacuum is best viewed in terms of his-
torical interest. It has a number of conceptual problems. For example, antiparticle
states for bosons are also observed and in this case the Pauli exclusion principle
does not apply. Furthermore, the fully occupied Dirac sea implies that the vacuum
has infinite negative energy and it is not clear how this can be interpreted physi-
cally. The negative energy solutions are now understood in terms of the Feynman—
Stiickelberg interpretation.

4.7.2 The Feynman-Stiickelberg interpretation

It is an experimentally established fact that for each fundamental spin-half parti-
cle there is a corresponding antiparticle. The antiparticles produced in accelerator
experiments have the opposite charges compared to the corresponding particle.
Apart from possessing different charges, antiparticles behave very much like parti-
cles; they propagate forwards in time from the point of production, ionise the gas in
tracking detectors, produce the same electromagnetic showers in the calorimeters
of large collider particle detectors, and undergo many of the same interactions as
particles. It is not straightforward to reconcile these physical observations with the
negative energy solutions that emerge from the abstract mathematics of the Dirac
equation.
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e (E>0) e (E>0)

e (E<0) e’ (E>0)

(left) The process of e™e™ annihilation in terms of a positive energy electron producing a photon and a neg-
ative energy electron propagating backwards in time. (right) The Feynman—Stiickelberg interpretation with
a positive energy positron propagating forwards in time. In both diagrams, time runs from the left to right.

The modern interpretation of the negative energy solutions, due to Stiickelberg
and Feynman, was developed in the context of quantum field theory. The E <0
solutions are interpreted as negative energy particles which propagate backwards
in time. These negative energy particle solutions correspond to physical positive
energy antiparticle states with opposite charge, which propagate forwards in time.
Since the time dependence of the wavefunction, exp (—iEt), is unchanged under
the simultaneous transformation £ — — E and t — — ¢ these two pictures are math-
ematically equivalent,

exp {—iEt} = exp {—i(—E)(-1)}.

To illustrate this idea, Figure 4.2 shows the process of electron—positron
annihilation in terms of negative energy particle solutions and in the Feynman—
Stiickelberg interpretation of these solutions as positive energy antiparticles. In the
left plot, an electron of energy E emits a photon with energy 2E and, to conserve
energy, produces a electron with energy —E, which being a negative energy solution
of the Dirac equation propagates backwards in time. In the Feynman-Stiickelberg
interpretation, shown on the right, a positive energy positron of energy E annihi-
lates with the electron with energy E to produce a photon of energy 2E. In this case,
both the particle and antiparticle propagate forwards in time. It should be noted that
although antiparticles propagate forwards in time, in a Feynman diagram they are
still drawn with an arrow in the “backwards in time” sense, as shown in the left
plot of Figure 4.2.

4.7.3 Antiparticle spinors

In principle, it is possible to perform calculations with the negative energy par-
ticle spinors u3 and u4. However, this necessitates remembering that the energy
which appears in the definition of the spinor is the negative of the physical energy.
Furthermore, because u3 and u4 are interpreted as propagating backwards in time,
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the momentum appearing in the spinor is the negative of the physical momentum.
To avoid this possible confusion, it is more convenient to work with antiparticle
spinors written in terms of the physical momentum and physical energy,
E = +|4/p? + m? |. Following the Feynman-Stiickelberg interpretation, the negative
energy particle spinors, u3 and u4, can be rewritten in terms of the physical positive
energy antiparticle spinors, vy and vy, simply by reversing the signs of E and p
to give

01 (E, p)e PXED = yy(— E, —p)e/lPx-EY]

02 (E, pe” X ED) = y3(—E, —p)ell PR,

A more formal approach to identifying the antiparticle spinors is to look for
solutions of the Dirac equation of the form

Y(x, 1) = u(E, p)e” P ED, (4.49)
where the signs in the exponent are reversed with respect to those of (4.38). For

E > 0, the wavefunctions of (4.49) still represent negative energy solutions in the
sense that

Substituting the wavefunction of (4.49) into the Dirac equation, (iy#d, — m)y =0,
gives

(—Y’E +y'px+¥?py + ¥’ p. —mp =0,
which can be written as

(y!pu +myp =0.

This is the Dirac equation in terms of momentum for the v spinors. Proceeding as
before and writing

leads to
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giving the solutions

DPx—ipy EP: 1
+
EJI—?}? Px+ir1n’y 0
vy =N 56"1 , b =N EJlrm , 3=N| p. and
E-m
1 0 Pxtipy
E-m
0
1
01 = N| po-ip, | (4.50)
E-m
—Pz
E-m

where
E=+ e

for v; and v,, and

E = -|\pT v

for v3 and v4. Hence we have now identified eight solutions to the free particle
Dirac equation, given in (4.48) and (4.50). Of these eight solutions, only four
are independent. In principle it would be possible to perform calculations using
only the u-spinors, or alternatively using only the v-spinors. Nevertheless, it is
more natural to work with the four solutions for which the energy that appears
in the spinor is the positive physical energy of the particle/antiparticle, namely
{ur, uz, 01,02}

To summarise, in terms of the physical energy, the two particle solutions to the
Dirac equation are

Wi = uzeiPxED
with
1 0
0 1
ui(p)= VE+m| p. and  wux(p) = VE+m| p—ip, |, 4.51)
E+m Etm
Pxtipy Pz
E+m E+m

and the two antiparticle solutions are

Wi = Uie—z(p-x—Et)
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with
Px—ipy Pz
% PEIFi’ly
vi(p) = VE+m E(+)m and va(p) = VE +m Eom |, (4.52)
1 0

Wavefunction normalisation

The spinors in (4.51) and (4.52) have been normalised to the conventional 2E par-
ticles per unit volume. This required normalisation factor can be found from the
definition of probability density, p = ¢y, which for ¥ = u;(p)expi(p - x — Ef) is

p =yl =" = uju.
Using the explicit form for u; of (4.48) gives
P’ AN

2FE
2
+ =
(E+m)?  (E+m)?

E+m

uJ{ul = |N|2 1+

IV

Hence, to normalise the wavefunctions to 2E particles per unit volume implies
N = VE+m.

The same normalisation factor is obtained for the u# and v spinors.

4.7.4 Operators and the antiparticle spinors

There is a subtle, but nevertheless important, point related to using the antiparticle
spinors written in terms of the physical energy and momenta,

¥ = o(E,p)e P,

The action of the normal quantum mechanical operators for energy and momentum
do not give the physical quantities,
W

Hy = iE =—Ey and Py =-iVy = —py.

The minus signs should come as no surprise; the antiparticle spinors are still the
negative energy particle solutions of the Dirac equation, albeit expressed in terms of
the physical (positive) energy E and physical momentum p of the antiparticle. The
operators which give the physical energy and momenta of the antiparticle spinors
are therefore

. 0
AY = —i— and p® = +iV,
’az P !
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where the change of sign reflects the Feynman-Stiickelberg interpretation of the
negative energy solutions. Furthermore, with the replacement (E,p) — (-E, —p),
the orbital angular momentum of a particle

L=rxp— -L.
In order for the commutator [Hp, L+ S] to remain zero for the antiparticle spinors,

the operator giving the physical spin states of the v spinors must be

a)

§Y =-§,

where § is defined in (4.29). Reverting (very briefly) to the the Dirac sea picture,

a spin-up hole in the negative energy particle sea, leaves the vacuum in a net spin-
down state.

4.7.5 *Charge conjugation

Charge conjugation is an important example of a discrete symmetry transformation
that will be discussed in depth in Chapter 14. The effect of charge conjugation is
to replace particles with the corresponding antiparticles and vice versa. In classical
dynamics, the motion of a charged particle in an electromagnetic field A* = (¢, A)
can be obtained by making the minimal substitution

E—->FE-qgp and p—p-gA, (4.53)

where ¢ and A are the scalar and vector potentials of electromagnetism and ¢ is the
charge of the particle. In four-vector notation, (4.53) can be written

Pu = Pu— qAu. (4.54)

Following the canonical procedure for moving between classical physics and quan-
tum mechanics and replacing energy and momentum by the operators p = —iV and
E = i9/dt, Equation (4.54) can be written in operator form as

0, — i0, — qA,. (4.55)

The Dirac equation for an electron with charge g = — e (where e = + |e| is the mag-
nitude of the electron charge) in the presence of an electromagnetic field can be
obtained by making the minimal substitution of (4.55) in the free-particle Dirac
equation, giving

YH(0, — ieA )Y + imy = 0. (4.56)

The equivalent equation for the positron can be obtained by first taking the complex
conjugate of (4.56) and then pre-multiplying by —iy? to give

—iy (y*) (0, + ieA W — my*y* = 0. (4.57)
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In the Dirac—Pauli representation of the y-matrices, (Y°)* =9, (y!)* =y!, (?)* =
—v? and (y®)* =93, Using these relations and y?>y* = —y#y? for u# 2, Equation
(4.57) becomes

yH @y + ieAn)iy*y” + imiy*y* = 0. (4.58)
If ¥ is defined as
W =iy,
then (4.58) can be written
YH(, + ieA )Y + imy’ = 0. (4.59)

The equation satisfied by ¢ is the same as that for i (4.56), except that the ieA,,
term now appears with the opposite sign. Hence, ¢’ is a wavefunction describing a
particle which has the same mass as the original particle but with opposite charge;
Y/’ can be interpreted as the antiparticle wavefunction. In the Dirac—Pauli represen-
tation, the charge conjugation operator C, which transforms a particle wavefunction
into the corresponding antiparticle wavefunction, therefore can be identified as

W =Cy=iyy.

The identification of C as the charge conjugation operator can be confirmed by
considering its effect on the particle spinor

'70 — ulei(p-x—Et)‘
The corresponding charge-conjugated wavefunction ¢’ is
(p/ = élﬁ = l’yzlﬁ* = l-’)/ZZ/tTe_i(p.X_Et).

The spinor part of ¢’ is

000 —i Ly Peiby

] 0 Pz

zy2u’[:l 000 VE+m| p. = VE +m| E+m
0i0 O Ttm 0

00 0 Drtipy )

which is the antiparticle spinor v; identified in Section 4.7.3. The effect of the
charge-conjugation operator on the u; particle spinor is

ipx—En C i(px—
'70 — ulel(px Et) '70/ = e i(px Et),

and likewise (up to a unobservable overall complex phase) the effect on u; is

i(px—Et) c

U= ure —5 ) = vye PXED,
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Therefore, the effect of the charge-conjugation operator on the particle spinors u;
and u, is to transform them respectively to the antiparticle spinors v; and v;.

4.8 Spin and helicity states

For particles at rest, the spinors u;(E,0) and u,(E, 0) of (4.42) are clearly eigen-
states of

00 O
-10 0

01 oy

00 -1
and therefore represent “spin-up” and “spin-down” eigenstates of the z-component
of the spin operator. However, from the forms of the « and v spinors, given in (4.51)
and (4.52), it is immediately apparent that the u;, u,, v; and v, spinors are not in
general eigenstates of S.. Nevertheless, for particles/antiparticles travelling in the
+z-direction (p = + pZ), the u and v spinors are

] 0 0 =
u N 0 u N ! v N % and v N 0
1= + s 2 = ’ 1= 2 = ’
2 0 0 !
0 ﬁ 1 0

and therefore

S.u1(E, 0,0, £p) = +3ui(E, 0,0, +p),
S.ur(E,0,0,+p) = —us(E, 0,0, £p).
For antiparticle spinors, the physical spin is given by the operator S’Z(U) =-3. and
therefore
$01(E, 0,0, +p) = ~S.01(E, 0,0, p) = +101(E, 0,0, +p),
$0y(E, 0,0, %p) = ~S.02(E, 0,0, £p) = —L02(E, 0,0, +p).
Hence for a particle/antiparticle with momentum p=(0,0, +p), the u; and v;

spinors represent spin-up states and the u; and v, spinors represent spin-down
states, as indicated in Figure 4.3.

-‘ -‘ ﬂ‘ -‘ 4- 4- 4~ 4-

Uy Us V4 Vo Uy Us Vy Vo
> Z > Z

The t, uy, vy and v, spinors for particles/antiparticles travelling in the +z-direction.
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4.8.1 Helicity

In the chapters that follow, interaction cross sections will be analysed in terms of
the spin states of the particles involved. Since the u, up, v; and vy spinors only
map onto easily identified spin states for particles travelling in the z-direction, their
use for this purpose is limited. Furthermore, since S, does not commute with the
Dirac Hamiltonian, [FID,S‘Z] # 0, it is not possible to define a basis of simulta-
neous eigenstates of S, and Hp. Rather than defining basis states in terms of an
external axis, it is more natural to introduce to concept of helicity. As illustrated in
Figure 4.4, the helicity 4 of a particle is defined as the normalised component of its
spin along its direction of flight,

S.
h=2P (4.60)
p
For a four-component Dirac spinor, the helicity operator is
. 2p 1({oc-p O
h="2%=-__ A, 4.61
2p 2 ( 0 o- p) tob

where P is the momentum operator. From the form of the Dirac Hamiltonian (4.18),
it follows that [I-AID,)A:-f)] =0 and therefore i commutes with the free-particle
Hamiltonian. Consequently, it is possible to identify spinor states which are simul-
taneous eigenstates of the free particle Dirac Hamiltonian and the helicity oper-
ator. For a spin-half particle, the component of spin measured along any axis is
quantised to be either +1/2. Consequently, the eigenvalues of the helicity operator
acting on a Dirac spinor are +1/2. The two possible helicity states for a spin-
half fermion are termed right-handed and left-handed helicity states, as shown in
Figure 4.5. Whilst helicity is an important concept in particle physics, it is impor-
tant to remember that helicity is not Lorentz invariant; for particles with mass, it
is always possible to transform into a frame in which the direction of the parti-
cle is reversed. The related Lorentz-invariant concept of chirality is introduced in
Chapter 6.

The definition of helicity as the projection of the spin of a particle along its direction of motion.
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The two helicity eigenstates for a spin-half fermion. The h = +1/2and h = —1/2 states are respectively
referred to as right-handed (RH) and left-handed (LH) helicity states.

The simultaneous eigenstates of the free particle Dirac Hamiltonian and the
helicity operator are solutions to the Dirac equation which also satisfy the eigen-
value equation,

hu = Au.

Writing the spinor in terms of two two-component column vectors u4 and ug, and
using the helicity operator defined above, this eigenvalue equation can be written

ol 70" o)1)= ()
il =1 ,
2p 0 o-p/\up Up

(0 Plua = 2p Aua, (4.62)
(o - p)ug = 2p Aug. (4.63)

implying that

The eigenvalues of the helicity operator can be obtained by multiplying (4.62) by
o - p and noting (see Problem 4.10) that (o - p)*> = p?, from which it follows that

pua = 2pA(0 - Plua = 4p* Pug,

and therefore, as anticipated, 4 = +1/2. Because the spinors corresponding to the
two helicity states are also eigenstates of the Dirac equation, u4 and up are related
by (4.46),

(o plua = (E + mugp,

which when combined with (4.62) gives

ug = 2/1( )uA. (4.64)

E+m
Therefore for a helicity eigenstate, up is proportional to u4 and once (4.62) is
solved to obtain u4, the corresponding equation for ug (4.63) is automatically
satisfied.

Equation (4.62) is most easily solved by expressing the helicity states in terms
of spherical polar coordinates where

p = (psinfcos ¢, psinfsin ¢, pcosb),



107

4.8 Spin and helicity states

and the helicity operator can be written as
1 1 p:  Px—ip
_(0' . ) = — ( Z. y
27 YT\ peting,  -p
_1( cos6 singe™
" 2\ sin@e’® —cosf |

Writing the components of uy4 as

the eigenvalue equation of (4.62) becomes

cos sinfe \(a _0a(¢
sin@e® —cos® J\b |~ b
and therefore the ratio of b/a is equal to

b _ 21 —cos Heid{

a sin @

For the right-handed helicity state with 4 = +1/2,

b 1-cosf ;, 2sin” (g) 6 _ s sin(g)

a  sinf - 25in(§)cos (g) - cos (g)
Using the relation between u4 and up from (4.64), the right-handed helicity particle
spinor, denoted uy, then can be identified as

P g i (8
me i¢ sin (5)
where N = VE + m is the overall normalisation factor. The left-handed helicity
spinor with i1 =—1/2, denoted u|, can be found in the same manner and thus the
right-handed and left-handed helicity particle spinors, normalised to 2E particles
per unit volume, are

c )
sei¢ Cei¢
FmC FamS
D gt _ D it

E+m
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Particles Antiparticles

RI-% LV R% L%
up uy Ve vy
The helicity eigenstates for spin-half particles and antiparticles.

where s = sin (g) and ¢ = cos (g) The corresponding antiparticle states, vy and v,
are obtained in the same way remembering that the physical spin of an antiparticle

spinor is given by V= S, and hence for the & = +1/2 antiparticle state

[z

__1
2p )UT = —3U1.

The resulting normalised antiparticle helicity spinors are

p p

Tem®S TmC
__P i _P_ it
v=VE+m E+m ¢ vy = VE+m Erm S | (4.66)
—-s c
ce'® se'®

The four helicity states of (4.65) and (4.66), which correspond to the states shown
in Figure 4.6, form the helicity basis that is used to describe particles and antipar-
ticles in the calculations that follow. In many of these calculations, the energies
of the particles being considered are much greater than their masses. In this ultra-
relativistic limit (E > m) the helicity eigenstates can be approximated by

c —s S c
i¢ i¢ PN (1) i¢

uTz\/E Sec X uiz\/E Ci R sz‘/E fi and vlz\/f Si . 4.67)
se'? —ce'? ce'® se'd

It should be remembered that the above spinors all can be multiplied by an overall
complex phase with no change in any physical predictions.

4.9 Intrinsic parity of Dirac fermions
|

Charge conjugation, discussed in Section 4.7.5, is one example of a discrete sym-
metry transformation, particle < antiparticle. Another example is the parity
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transformation, which corresponds to spatial inversion through the origin,

/ ’ ’

X=-x, y=-y, 7 =-z and ¢

"=
Parity is an important concept in particle physics because both the QED and QCD
interactions always conserve parity. To understand why this is the case (which is
explained in Chapter 11), we will need to use the parity transformation properties
of Dirac spinors and will need to identify the corresponding parity operator which
acts on solutions of the Dirac equation.

Suppose ¥ is a solution of the Dirac equation and ¢’ is the corresponding solu-
tion in the “parity mirror” obtained from the action of the parity operator P
such that

vy =Py
From the definition of the parity operation, the effect of two successive parity

transformations is to recover the original wavefunction. Consequently P2 =7
and thus

Y= P(ﬂ = P(ﬁ, =y.

The form of the parity operator can be deduced by considering a wavefunction
W(x,y, z, t) which satisfies the free-particle Dirac equation,

(4.68)

The parity transformed wavefunction ¢’ (x’, y’, 7', t') = 131//(x, Yy, z, ) must satisty the
Dirac equation in the new coordinate system

10y 200 300 r 00
= —iy —. 4.6
76x+ya +76, my D (4.69)
Writing ¢ = Py/, equation (4.68) becomes
RPN/ ACON |/ AN 1/ A oAy
1 2 3 , 0
P— P— P —mPy' = —iy"P—.
Iy o + 1y a9 + 1y 2 mPy 1y o

Premultiplying by y° and expressing the derivatives in terms of the primed system
(which introduces minus signs for all the space-like coordinates) gives

P 50 1.0 Y7
—iy%y'P aw — iy’ ;’, Yy P ;’, —my"Py’ = —iy™°P adt/"
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which using y%9% = — ¥%90 can be written
NG/ NG.Vd NGV . n
iylyOPi + iyzyOPi + iy3yoPi —-my’ Py’ = —iy%yOP
ox' oy’ 07

oy’

-—. 4.70
o (4.70)

In order for (4.70) to reduce to the desired form of (4.69), )/OIAJ must be proportional
to the 4 X 4 identity matrix,

’)/OPOCI.

In addition, P% = I and therefore the parity operator for Dirac spinors can be iden-
tified as either

P=+° or P=-0

It is conventional to choose P = +9° such that under the parity transformation, the
form of the Dirac equation is unchanged provided the Dirac spinors transform as

v — Py =5%. (4.71)

The intrinsic parity of a fundamental particle is defined by the action of the parity
operator P =" on a spinor for a particle at rest. For example, the u; spinor for a
particle at rest given by (4.42), is an eigenstate of the parity operator with

10 0 O 1

N 01 0 O 0

Puy :youl =00 -1 o V2m 0 = +u.
00 0 -1 0

Similarly, Puy =+ up, Pvy=—v; and Pvy=—v0,. Hence the intrinsic parity of a
fundamental spin-half particle is opposite to that of a fundamental spin-half
antiparticle.

The conventional choice of P =+ rather than P = —+°, corresponds to defin-
ing the intrinsic parity of particles to be positive and the intrinsic parity of antipar-
ticles to be negative,

Pu(m,0) = +u(m,0) and Pu(m,0) = —v(m, 0).

Since particles and antiparticles are always created and destroyed in pairs, this
choice of sign has no physical consequence. Finally, it is straightforward to verify
that the action of the parity operator on Dirac spinors corresponding to a particle
with momentum p reverses the momentum but does not change the spin state, for
example

Puy(E,p) = +ui(E, —p).
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Summary
- __________________________________________________________________________________|

This chapter described the foundations of relativistic quantum mechanics and it is
worth reiterating the main points. The formulation of relativistic quantum mechan-
ics in terms of the Dirac equation, which is linear in both time and space derivatives,
Hpy = (a -+ pm)y = ig—‘f,
implies new degrees of freedom of the wavefunction. Solutions to the Dirac equa-
tion are represented by four-component Dirac spinors. These solutions provide
a natural description of the spin of the fundamental fermions and antifermions.
The E <0 solutions to the Dirac equation are interpreted as negative energy parti-
cles propagating backwards in time, or equivalently, the physical positive energy
antiparticles propagating forwards in time.
The Dirac equation is usually expressed in terms of four y-matrices,

(iy*0, —myy = 0.

The properties of the solutions to the Dirac equation are fully defined by the algebra
of the y-matrices. Nevertheless, explicit free-particle solutions were derived using
the Dirac—Pauli representation. The four-vector probability current can be written
in terms of the y-matrices

J* = Ty v e = gyt

where i is the adjoint spinor defined as i = 7. The four-vector current will play
a central role in the description of particle interactions through the exchange of
force-carrying particles.

The solutions to the Dirac equation provide the relativistic quantum mechanical
description of spin-half particles and antiparticles. In particular the states uq, uj,
vy and v}, which are simultaneous eigenstates of the Dirac Hamiltonian and the
helicity operator, form a suitable basis for the calculations of cross sections and
decay rates that follow.

Finally, two discrete symmetry transformations were introduced, charge conju-
gation and parity, with corresponding operators

g - Cy=iy’y" and y— Py=9".

The transformation properties of the fundamental interactions under parity and
charge-conjugation operations will be discussed in detail in the context of the weak
interaction.



2

@ G

The Dirac equation

Problems

41

4.2
43

44

4.5

4.6

4.7

4.8

4.9

Show that
[p".Fx P =0,

and hence the Hamiltonian of the free-particle Schrodinger equation commutes with the angular momentum
operator.

Show that u; and u; are orthogonal, i.e. u?'uz =0.

Verify the statement that the Einstein energy—momentum relationship is recovered if any of the four Dirac
spinors of (4.48) are substituted into the Dirac equation written in terms of momentum, (y#p,, — m)u = 0.

For a particle with four-momentum p# = (E, p), the general solution to the free-particle Dirac Equation can
be written

Y(p) = [aun(p) + bur(p) 1 P>~
Using the explicit forms for u; and u,, show that the four-vector current j* = (p, j) is given by
j* = 2p*.

Furthermore, show that the resulting probability density and probability current are consistent with a particle
moving with velocity 8 = p/E.

Writing the four-component spinor u; in terms of two two-component vectors

u
U:(A)’
ug

show that in the non-relativistic limit, where 8 = v/c¢ << 1, the components of up are smaller than those of
uy by afactorv/c.

By considering the three casesut = v = 0,4 = v # 0and u # v show that
Y Yy ="
By operating on the Dirac equation,
(iy" 0y —myy =0,
with y*d,, prove that the components of i satisfy the Klein—Gordon equation,
(0", +mhyy = 0.

Show that

" ="y
Starting from

(VP —myu =0,
show that the corresponding equation for the adjoint spinor is

E(V”Py -m)=0.
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Problems

4.0

an

4.12

413

414

415

Hence, without using the explicit form for the u spinors, show that the normalisation condition u'u = 2£
leads to

uu = 2m,
and that
uytu = 2p*.
Demonstrate that the two relations of Equation (4.45) are consistent by showing that
(o-p)}=p.

Consider the e*e™ — 7 — e*e™ annihilation process in the centre-of-mass frame where the energy of the
photon is 2E. Discuss energy and charge conservation for the two cases where:

(a) thenegative energy solutions of the Dirac equation are interpreted as negative energy particles propagating
backwards in time;

(b) the negative energy solutions of the Dirac equation are interpreted as positive energy antiparticles propa-
gating forwards in time.

Verify that the helicity operator

commutes with the Dirac Hamiltonian,
Hy=a-p+pm.

Show that

Pur(6,¢) = uy(m — 6,7 + ¢),
and comment on the result.
Under the combined operation of parity and charge conjugation (CP) spinors transform as

oy =Py =iy

Show that up to an overall complex phase factor

Pur(6,¢) = vi(m — 6,0 + p).

Starting from the Dirac equation, derive the identity

77, ’ 1 s ’ / i_ / vV
u(p"yy*u(p) = 5 1PP +p ) u(p) + —u(p YZH g u(p),
whereq = p’ — pand = = f[y*,y"].



Interaction by particle exchange

4 In the modern understanding of particle physics, the interactions between par- )

ticles are mediated by the exchange of force carrying gauge bosons. The rig-
orous theoretical formalism for describing these interactions is Quantum Field
Theory, which is beyond the scope of this book. Here the concepts are devel-
oped in the context of relativistic quantum mechanics. The main purpose of
this short chapter is to describe how interactions arise from the exchange of
virtual particles and to provide an introduction to Quantum Electrodynamics.

5.1 First- and second-order perturbation theory

In quantum mechanics, the transition rate I'y; between an initial state / and a final
state f is given by Fermi’s golden rule I'y; = 27r|Tf,-|2p(E 1), where T'; is the transi-
tion matrix element, given by the perturbation expansion

. SIVINGIVID
Ty = (fIV]i) + _— 4 ..

The first two terms in the perturbation series can be viewed as “scattering in a
potential” and “scattering via an intermediate state j” as indicated in Figure 5.1. In
the classical picture of interactions, particles act as sources of fields that give rise
to a potential in which other particles scatter.

In quantum mechanics, the process of scattering in a static potential corres-
ponds to the first-order term in the perturbation expansion, {f|V[i). This picture of

Vi

(00 Scattering in an external potential V5 and scattering via an intermediate state, j.

N4
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Space
Space

Time Time

Two possible time-orderings for the processa + b — ¢ + d.

scattering in the potential produced by another particle is unsatisfactory on a
number of levels. When a particle scatters in a potential there is a transfer of
momentum from one particle to another without any apparent mediating body.
Furthermore, the description of forces in terms of potentials seems to imply that
if a distant particle were moved suddenly, the potential due to that particle would
change instantaneously at all points in space, seemingly in violation the special
theory of relativity. In Quantum Field Theory, interactions between particles are
mediated by the exchange of other particles and there is no mysterious action at a
distance. The forces between particles result from the transfer of the momentum
carried by the exchanged particle.

5.1.1 Time-ordered perturbation theory

The process of interaction by particle exchange can be formulated by using time-
ordered perturbation theory. Consider the particle interaction, a+b — ¢ +d, which
can occur via an intermediate state corresponding to the exchange of a particle X.
There are two possible space-time pictures for this process, shown in Figure 5.2. In
the first space-time picture, the initial state |i) corresponds to the particles a + b, the
intermediate state |j) corresponds to ¢ + b + X, and the final state |f) corresponds
to ¢ + d. In this time-ordered diagram, particle a can be thought of as emitting the
exchanged particle X, and then at a later time X is absorbed by b. In QED this
could correspond to an electron emitting a photon that is subsequently absorbed by
a second electron. The corresponding term in the quantum-mechanical perturbation
expansion is

Tab _ SIVIHGIVIDY — (dIVIX + b)(c + X|V]a)
fi = E;—E;  (Eq+Ep)—(Ec+Ex+Ep)

G.D

The notation T“f refers to the time ordering where the interaction between a and X
occurs before that between X and b. It should be noted that the energy of the inter-
mediate state is not equal to that of the initial state, E; # E;, which is allowed for a
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short period of time by the energy—time uncertainty relation of quantum mechan-
ics given by Equation (2.47). The interactions at the two vertices are defined by the
non-invariant matrix elements V;; = (¢ + X|V]a) and V¢; = (d|V|X + b). Following
the arguments of Section 3.2.1, the non-invariant matrix element V}; is related to
the Lorentz-invariant (LI) matrix element M; by

Vii= M;i l_[(2Ek)_1/2,
k

where the index k runs over the particles involved. In this case

Ma—)c+X
(QE,2E2Ex)V1?’

where M, _,..x is the LI matrix element for the fundamental interaction a — ¢ + X.
The requirement that the matrix element M,_,..x is Lorentz invariant places strong
constraints on its possible mathematical structure. To illustrate the concept of inter-
action by particle exchange, the simplest possible Lorentz-invariant coupling is
assumed here, namely a scalar. In this case, the LI matrix element is simply
Muserx = g, and thus

le‘ = <C + XIVIa} =

9a
(QE,2E.2Ex)1/2°

and the magnitude of the coupling constant g, is a measure of the strength of the
scalar interaction. Similarly

Vii = {c+ X|V]a) =

9b

(RE,2E2Ex)112°
where g, is the coupling strength at the b + X — d interaction vertex. Therefore,
with the assumed scalar form for the interaction, the second-order term in the per-
turbation series of (5.1) is

ab _ d|VIX + b){c + X|V|a)

1 (Ea+ Ep) = (Ec + Ex + Ep)

— 1 . 1 . 9a9b
2Ex (QE2E,2E2E)'? (E, - E.—Ex)

The LI matrix element for the process a + b — ¢ +d is related to the corresponding
transition matrix element by (3.9),

M = QEL2E2E2E) T4,

Vi = (d|VIX + by =

5.2)

and thus from (5.2),

1 . 9a9b
2EX (Ea - Ec - EX)'

The matrix element of (5.3) is Lorentz invariant in the sense that it is defined in
terms of wavefunctions with an appropriate LI normalisation and has an LI scalar

ab _
M = (5.3)
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Vu U Vu s

The two lowest-order time-ordered diagrams contributing to e v, — VL™ scattering.

form for the interaction. It should be noted that for this second-order process in
perturbation theory, momentum is conserved at the interaction vertices but energy
is not, E; # E;. Furthermore, the exchanged particle X satisfies the usual energy—
momentum relationship, E}z( = pg( + mi, and is termed “on-mass shell”.

The second possible time-ordering for the process @ + b — ¢ + d is shown in the
right-hand plot of Figure 5.2 and corresponds to b emitting X which is subsequently
absorbed by a. The exchanged particle X in this time-ordering is assumed to have
the same mass as X but has opposite charge(s). This must be the case if charge is to
be conserved at each vertex. For example, in the process of e”v,, — Ve~ scattering,
shown Figure 5.3, one of the time-ordered diagrams involves the exchange of a W~
and the other time-ordered diagram involves the exchange of a W*. In the case of
a QED process, there is no need to make this distinction for the neutral photon.

By repeating the steps that led to (5.3), it is straightforward to show that the LI
matrix element for the second time-ordered diagram of Figure 5.2 is

ba _ 1 9a9b
M= 3 & - Ea—En
In quantum mechanics the different amplitudes for a process need to be summed
to obtain the total amplitude. Here the total amplitude (at lowest order) is given by
the sum of the two time-ordered amplitudes

Myi = M3 + My

_ 9a9b ) 1 + 1

2Ex \E,—-E.-Ex E,-E;—Ex)’
which, using energy conservation Ej, — E; = E. — E,, can be written
1 1
Mfl — g(lgb . _

2EX E,—-E.—Ex E,—-E.+ Ex

_ 9a9b
(Eq— Ec)* —E%

5.4)

For both time-ordered diagrams, the energy of the exchanged particle E is related
to its momentum by the usual Einstein energy—momentum relation, E§ = pg( + mg(
Since momentum is conserved at each interaction vertex, for the first time-ordered
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process py=(p,—P.)- In the case of the second time-ordered process py =
(P, —Py) =- (p, —P.)- Consequently, for both time-ordered diagrams the energy
of the exchanged particle can be written as

E)2( = pff +m§ =(p, —pc)2 +m§.

Substituting this expression for E)z( into (5.4) leads to

9a9b
My = (5.5
(Eq — E.)? - (Pa — pc)2 - mi
_ 9a9b
(Pa — P)? — m

where p, and p. are the respective four-momenta of particles a and c. Finally writ-
ing the four-momentum of the exchanged virtual particle X as

q = Pa — Pcs
gives
9agb
M= . (5.6)
q- —my

This is a remarkable result. The sum over the two possible time-ordered diagrams
in second-order perturbation theory has produced an expression for the interaction
matrix element that depends on the four-vector scalar product ¢> and is therefore
manifestly Lorentz invariant. In (5.6) the terms g, and g; are associated with the

interaction vertices and the term
1
3 _ A0 5.7)
q*—m

is referred to as the propagator, is associated with the exchanged particle.

5.2 Feynman diagrams and virtual particles
I —

In Quantum Field Theory, the sum over all possible time-orderings is represented
by a Feynman diagram. The left-hand side of the diagram represents the initial
state, and the right-hand side represents the final state. Everything in between rep-
resents the manner in which the interaction happened, regardless of the ordering
in time. The Feynman diagram for the scattering process a + b — ¢ + d, shown in
Figure 5.4, therefore represents the sum over the two possible time-orderings. The
exchanged particles which appear in the intermediate state of a Feynman diagram,
are referred to as virtual particles. A virtual particle is a mathematical construct
representing the effect of summing over all possible time-ordered diagrams and,
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X1

b d b d b d

The relation between the Feynman diagram fora+b — ¢+ d scattering and the two possible time-ordered
diagrams.

where appropriate, summing over the possible polarisation states of the exchanged
particle.

From (5.5) it can be seen that the four-momentum ¢ which appears in the propa-
gator is given by the difference between the four-momenta of the particles entering
and leaving the interaction vertex, g = p, — pc = pa — P»- Hence g can be thought of
as the four-momentum of the exchanged virtual particle. By expressing the inter-
action in terms of the exchange of a virtual particle with four-momentum ¢, both
momentum and energy are conserved at the interaction vertices of a
Feynman diagram. This is not the case for the individual time-ordered diagrams,
where energy is not conserved at a vertex. Because the ¢>-dependence of the prop-
agator is determined by the four-momenta of the incoming and outgoing particles,
the virtual particle (which really represents the effect of the sum of all time-ordered
diagrams) does not satisfy the Einstein energy—momentum relationship and it is
termed off mass-shell, ¢° # mi Whilst the effects of the exchanged particles are
observable through the forces they mediate, they are not directly detectable. To
observe the exchanged particle would require its interaction with another particle
and this would be a different Feynman diagram with additional (and possibly dif-
ferent) virtual particles.

The four-momentum ¢ which appears in the propagator can be determined from
the conservation of four-momentum at the interaction vertices. For example,
Figure 5.5 shows the Feynman diagrams for the s-channel annihilation and the
t-channel scattering processes introduced in Section 2.2.3. For the annihilation pro-
cess, the four-momentum of the exchanged virtual particle is

q=Pp1+p2=p3+ps,

and therefore ¢> = (p; + p2)* which is the Mandelstam s variable. Previously (2.13)
it was shown that s =(E] + E;)z, where E7} and EJ are the energies of the initial-
state particles in the centre-of-mass frame. Consequently, for an s-channel pro-
cess ¢> >0 and the exchanged virtual particle is termed “time-like” (the square of
the time-like component of ¢ is larger than the sum of the squares of the three
space-like components). For the #-channel scattering diagram of Figure 5.5, the
four momentum of the exchanged particle is given by ¢ = p1 — p3 = p4 — p». In this
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P4 P3 2 Ps

P2 p.
P2 P4 !

b d b d

Feynman diagrams for illustrative s-channel annihilation and ¢-channel scattering processes.

case ¢ is equal to the Mandelstam ¢ variable. In Chapter 8 it will be shown that, for
a t-channel process, ¢° is always less than zero and the exchanged virtual particle
is termed “space-like”.

5.2.1 Scatteringin a potential

The covariant formulation of a scalar interaction in terms of the exchange of (vir-
tual) particles leads to a Lorentz-invariant matrix element of the form

My = 292 (5.8)
q- —my

This was derived by considering the second-order term in the perturbation expan-
sion for Ty;. It is reasonable to ask how this picture of interaction by particle
exchange relates to the familiar concept of scattering in a potential. For example,
the differential cross section for the scattering of non-relativistic electrons (v < c¢)
in the electrostatic field of a stationary proton can be calculated using first pertur-
bation theory with

M = WVl = f LG (5.9)

where V(r) is the effective static electrostatic potential due to the proton and
Y; and s are the wavefunctions of the initial and final-state electron. In the
non-relativistic limit, this approach successfully reproduces the experimental data.
However, the concept of scattering from a static potential is intrinsically not
Lorentz invariant; the integral in matrix element of (5.9) only involves spatial
coordinates.

The covariant picture of scattering via particle exchange applies equally in the
non-relativistic and highly relativistic limits. In the non-relativistic limit, the form
of the static potential used in first-order perturbation theory is that which repro-
duces the results of the more general treatment of the scattering process in terms
of particle exchange. For example, the form of the potential V(r) that reproduces
the low-energy limit of scattering with the matrix element of (5.8) is the
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Yukawa potential

e—mr

V(©) = gagp——
In this way, it is possible relate the formalism of interaction by particle exchange
to the more familiar (non-relativistic) concept of scattering in a static potential. For
an interaction involving the exchange of a massless particle, such as the photon,
the Yukawa potential reduces to the usual 1/r form of the Coulomb potential.

5.3 Introduction to QED

Quantum Electrodynamics (QED) is the Quantum Field Theory of the electromag-
netic interaction. A first-principles derivation of the QED interaction from QFT
goes beyond the scope of this book. Nevertheless, the basic interaction and cor-
responding Feynman rules can be obtained following the arguments presented in
Section 5.1.1. The LI matrix element for a scalar interaction, given in (5.6), is
composed of three parts: the strength of interaction at each of the two vertices,
WelVIa) and (YalVIys), and the propagator for the exchanged virtual particle of
mass my, which can be written as

M= WVt —— WalVit). (5.10)
q- —my
In the previous example, the simplest Lorentz-invariant choice for the interaction
vertex was used, namely a scalar interaction of the form (y|V|¢) « g. To obtain the
QED matrix element for a scattering process, such as that shown in Figure 5.6, the
corresponding expression for the QED interaction vertex is required. Furthermore,
for the exchange of the photon, which is a spin-1 particle, it is necessary to sum
over the quantum-mechanical amplitudes for the possible polarisation states.
The free photon field A, can be written in terms of a plane wave and a four-vector
£W for the polarisation state A,

Ay = 8}(?) PPx—ED)

The Feynman diagram for the QED scattering processe™t~ — e™t".
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The properties of the free photon field in classical electromagnetism are discussed
in detail in Appendix D. For a real (as opposed to virtual) photon, the polarisation
vector is always transverse to the direction of motion. Thus, a photon propagating
in the z-direction can be described by two orthogonal polarisation states

e =(0,1,0,0) and &2 =(0,0,1,0).

The fundamental interaction between a fermion with charge ¢ and an electro-
magnetic field described by a four-potential A, = (¢, A) can be obtained by making
the minimal substitution (see Section 4.7.5)

Oy — 0, +1iqA,,

where A, =(¢,—A) and J,, =(d/0t,+V). With this substitution, the free-particle
Dirac equation becomes

YHO + igy" A + imy = 0. (5.11)

This is the wave equation for a spin-half particle in the presence of the electro-
magnetic field A;,. The interaction Hamiltonian can be obtained by pre-multiplying
(5.11) by iy to give

oy
i+ iy'y - Yy — gy y* Ay — myy = 0,

where ¥ - V is shorthand for y! % + yZ% +93 a%. Since
N oy
Hy =i—,
v ot

the Hamiltonian for a spin-half particle in an electromagnetic field can be
identified as

H=my° - iy’ - V) + ¢y°y"A,. (5.12)

The first term on the RHS of (5.12) is just the free-particle Hamiltonian Hp already
discussed in Chapter 4, and therefore can be identified as the combined rest mass
and kinetic energy of the particle. The final term on the RHS of (5.12) is the contri-
bution to the Hamiltonian from the interaction and thus the potential energy oper-
ator can be identified as

Vb = ¢y'v"A,. (5.13)
This result appears reasonable since the time-like (u=0) contribution to Vj is

qy°y°A¢ = g, which is just the normal expression for the energy of a charge g
in the scalar potential ¢.
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The Lorentz-invariant matrix element for the QED process of e™t~ — e~ 1~ scat-
tering, shown in Figure 5.6, can be obtained by using the potential of (5.13) for the
interaction at the e”vy vertex (labelled by the index u)

WPIIVplp(p) = ul(p3) Oeey’y e ue(p),

where the charge g = Qe is expressed in terms of the magnitude of charge of the
electron (such that Q. = — 1). Since the wavefunctions are four-component spinors,
the final-state particle necessarily appears as the Hermitian conjugate u'(p3)=
u*T(p3) rather than u*(p3). Similarly, the interaction at the Tt~y vertex (labelled
V) can be written as

ul (pa) 0rey™y' e un(p2).

The QED matrix element is obtained by summing over both the two possible
time orderings and the possible polarisation states of the virtual photon. The sum
over the two time-ordered diagrams follows directly from the previous result of
(5.10). Hence the Lorentz-invariant matrix element for this QED process, which
now includes the additional sum over the photon polarisation, is

M= Z[ue<p3>Qeew ne(p)]e 9*"[ui(m)Qrey"quT(pz)]. (5.14)

In Appendix D.4.3, it is shown that the sum over the polarisation states of the
virtual photon can be taken to be

A /l*
()() G

and therefore (5.14) becomes
-9
M= Qe ui(pz)yov”ue(pl)]ﬁ[ re 1 (pa)y"y ux(p2)]. (5.15)
This can be written in a more compact form using the adjoint spinors defined by
v =y,

[Qee ue(P3)'yﬂue(P1)] [Q‘re ur(P4))’ Mr(Pz)] (5.16)

In Appendix B.3 it is shown that the combination of spinors and y-matrices j* =
u(p)y*u(p’) forms as contravariant four-vector under Lorentz boosts. By writing
the four-vector currents

Jo =Ttue(p3)y*ue(pr) and Y = ur(pa)y’us(p2). (5.17)

Equation (5.16) can be written in the manifestly Lorentz-invariant form of a four-
vector scalar product

- 0.0, It (5.18)
q
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This demonstrates that the interaction potential of (5.13) gives rise to a Lorentz-
invariant description of the electromagnetic interaction.

5.4 Feynman rules for QED

A rigorous derivation of the matrix element of (5.16) can be obtained in the frame-
work of quantum field theory. Nevertheless, the treatment described here shares
some of the features of the full QED derivation, namely the summation over all
possible time-orderings and polarisation states of the massless photon which gives
rise to the photon propagator term g,,, / ¢°, and the Qewy*u form of the QED inter-
action between a fermion and photon. The expression for the matrix element of
(5.16) hides a lot of complexity. If every time we were presented with a new
Feynman diagram, it was necessary to derive the matrix element from first prin-
ciples, this would be extremely time consuming. Fortunately this is not the case;
the matrix element for any Feynman diagram can be written down immediately by
following a simple set of rules that are derived formally from QFT.

There are three basic elements to the matrix element corresponding to the
Feynman diagram of Figure 5.6: (i) the Dirac spinors for the external fermions
(the initial- and final-state particles); (ii) a propagator term for the virtual photon;
and (iii) a vertex factor at each interaction vertex. For each of these elements of the
Feynman diagram, there is a Feynman rule for the corresponding term in the matrix
element. The product of all of these terms is equivalent to —iM. In their simplest
form, the Feynman rules for QED, which can be used to calculate lowest-order
cross sections, are as follows.

initial-state particle: u(p) ——e
final-state particle: u(p) —p——
initial-state antiparticle: v(p) ——-—o
final-state antiparticle: v(p) r—a—
initial-state photon: eu(p) Ao
final-state photon: £,(p) o~~~
i
photon propagator: - g_;zw oo
q
g+ m)

fermion propagator: 5 5
qc—m

QED vertex: —iQey* \\g/
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u(p3)liey"Ju(p1)

_iguv
6]2

u(py)liey”lu(pz)

The Feynman diagram for the QED scattering process e"t~ — et~ and the associated elements of the
matrix element constructed from the Feynman rules. The matrix element is comprised of a term for the elec-
tron current, a term for the tau-lepton current and a term for the photon propagator.

It should be noted that in QED, the fundamental interaction is between a single
photon and two spin-half fermions; there is no QED vertex connecting more than
three particles. For this reason, all valid QED processes are described by Feynman
diagrams formed from the basic three-particle QED vertex.

The use of the Feynman rules is best illustrated by example. Consider again the
Feynman diagram for the process e"t~ — e 1", shown in Figure 5.7. The indices
u and v label the two interaction vertices. Applying the Feynman rules to the elec-
tron current, gives an adjoint spinor for the final-state electron, a factor iey* for
the interaction vertex labelled by u, and a spinor for the initial-state electron. The
adjoint spinor is always written first and thus the contribution to the matrix element
from the electron current is

u(p3)liey"Ju(p).
The same procedure applied to the tau-lepton current gives
u(pa)liey"lu(p2).
Finally, the photon propagator contributes a factor
~igu
7
The product of these three terms gives —iM and therefore

=M = [{ps ey u(po)l 3 [T(pliey Ju(p)], (5.19)

which is equivalent to the expression of (5.16), which was obtained from first prin-
ciple arguments.
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5.4.1 Treatment of antiparticles

The Feynman diagram for the s-channel annihilation process e*e™ - u*u™ is
shown in Figure 5.8. Antiparticles are represented by lines in the negative time
direction, reflecting the interpretation of the negative energy solutions to Dirac
equation as particles which travel backwards in time. It is straightforward to obtain
the matrix element for e*e™ — p*u~ from the Feynman rules. The part of the matrix
element due to the electron and muon currents are, respectively,

v(po)liey*lu(p1) and  u(p3)liey”]v(ps),

where v-spinors are used to describe the antiparticles. As before, the photon prop-
agator is
_ig,uv
P

Hence the matrix element for ete™ — p*u™ annihilation is given by

—iM = [fpa)iey™ u(p1)] —22 [@(p3 iy Jo(pa)]. (5.20)

The QED matrix element for the s-channel annihilation process e*e™ — u*tu~
given by (5.20) is very similar to that for the 7-channel scattering process e 1~ —
e 1~ given by (5.19). Apart from the presence of the v-spinors for antiparticles,
the only difference is the order in which the particles appear in the expressions for
the currents. Fortunately, it is not necessary to remember the Feynman rules that
specify whether a particle/antiparticle appears in the matrix element as a spinor
or as an adjoint spinor, there is an easy mnemonic; the first particle encountered
when following the line representing a fermion current from the end to the start in
the direction against the sense of the arrows, always appears as the adjoint spinor.
For example, in Figure 5.8, the incoming e* and outgoing w~ are written as adjoint
spinors.

€ u
P4 P3
Y
u %
P2 Py
e’ p

The lowest-order Feynman diagram for the QED annihilation processe*e™ — u*u™.
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Problems

Summary
- ________________________________________________________________________________|

This chapter described the basic ideas behind the description of particle interactions
in terms of particle exchange and provided an introduction to the Feynman rules of
QED. A number of important concepts were introduced. The sum of all possible
time-ordered diagrams results in a Lorentz-invariant (LI) matrix element including
propagator terms for the exchanged virtual particles of the form

1
The four-momentum appearing in the propagator term was shown to be determined
by energy and momentum conservation at the interaction vertices.

The matrix element for a particular process is then constructed from propagator
terms for the virtual particles and vertex factors. In QED, the interaction between
a photon and a charged fermion has the form

ieQuryu,

where u; is the spinor for the initial-state particle and uy is the adjoint spinor for
the final-state particle. Finally, for each element of a Feynman diagram there is a
corresponding Feynman rule which can be used to construct the matrix element for
the diagram.

Problems
|

@ 5.1  Draw the two time-ordered diagrams for the s-channel process shown in Figure 5.5. By repeating the steps of

Section 5.1.1, show that the propagator has the same form as obtained for the t-channel process.

Hint: one of the time-ordered diagrams is non-intuitive, remember that in second-order perturbation theory
the intermediate state does not conserve energy.

@ 5.2 Draw the two lowest-order Feynman diagrams for the Compton scattering process ye™ — ye™.

@ 5.3  Drawthe lowest-order t-channel and u-channel Feynman diagrams for e*e~ — vy and use the Feynman rules

for QED to write down the corresponding matrix elements.



Electron—positron annihilation

4 Experimental results from electron—positron colliders have been central to the
development and understanding of the Standard Model. In this chapter, the
derivation of the cross section for e*e™ — p*u~ annihilation is used as an
example of a calculation in QED. The cross section is first calculated using
helicity amplitudes to evaluate the matrix elements, highlighting the under-
lying spin structure of the interaction. In the final starred section, the more

9 abstract trace formalism is introduced. p

6.1 Calculations in perturbation theory

128

In QED, the dominant contribution to a cross section or decay rate is usually the
Feynman diagram with the fewest number of interaction vertices, known as the
lowest-order (LO) diagram. For the annihilation process e*e™ — u*u~, there is just
a single lowest-order QED diagram, shown in Figure 6.1. In this diagram there
are two QED interaction vertices, each of which contributes a factor iey* to the
matrix element. Therefore, regardless of any other considerations, the matrix ele-
ment squared | M|* will be proportional to e* or equivalently |M|? oc &%, where « is
the dimensionless fine-structure constant @ = €2 /4. In general, each QED vertex
contributes a factor of @ to the expressions for cross sections and decay rates.

In addition to the lowest-order diagram of Figure 6.1, there are an infinite num-
ber of higher-order-diagrams resulting in the same final state. For example, three of
the next-to-leading-order (NLO) diagrams for e*e™ — u*u~, each with four inter-
action vertices, are shown in Figure 6.2. Taken in isolation, the matrix element
squared for each of these diagrams has a factor « for each of the four QED vertices,
and hence |M|? « o*. However, in quantum mechanics the individual Feynman dia-
grams for a particular process can not be taken in isolation; the total amplitude My;
for a particular process is the sum of all individual amplitudes giving the same final
state. In the case of e*e™ — p*u~, this sum can be written as

Mfi:MLO+ZM1,j+"', (61)
J
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e+ u+

The lowest-order Feynman diagram for the QED annihilation processe*e™ — utu~.

Three of the O(a*) Feynman diagrams contributing the QED annihilation process e*e™ — u*u™.

where Mo is the matrix element for the single lowest-order (LO) diagram of
Figure 6.1, M; ; are the matrix elements for the NLO diagrams with four interac-
tion vertices, including those of Figure 6.2, and the dots indicate the higher-order
diagrams with more than four vertices. The dependence of the each of the terms in
(6.1) on @ can be shown explicitly by writing it as

Mf,‘:a/MLo+a/22M1,j+--- ,
J

where the various powers of the coupling constant @ have been factored out of the
matrix element, such that Mj o is written as a Mo, etc.

Physical observables, such as decay rates and cross sections, depend on the
matrix element squared given by

|ij|2 =|aMio +QZZM1J + ][Q/MEO +CL’ZZMTJ(+
j k

=’ |Miol’ + @ )" (MLoM} ; + Mi oMy j) +a* > My My, +--- .
] I
(6.2)

In general, the individual amplitudes are complex and the contributions from differ-
ent diagrams can interfere either positively or negatively. Equation (6.2) gives the
QED perturbation expansion in terms of powers of @. For QED, the dimensionless
coupling constant @ = 1/137 is sufficiently small that this series converges rapidly
and is dominated by the LO term. The interference between the lowest-order dia-
gram and the NLO diagrams, terms such as (M oM T’j + M{ M, j), are suppressed
by a factor of @ = 1/137 relative to the lowest-order term. Hence, if all higher-order
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terms are neglected, it is reasonable to expect QED calculations to be accurate to
O(1%). For this reason, only the lowest-order diagram(s) will be considered for the
calculations in this book, although the impact of the higher-order diagrams will be
discussed further in Chapter 10 in the context of renormalisation.

6.2 Electron—positron annihilation
I —

The matrix element for the lowest-order diagram for the process e*e™ — u*u~ is
given in (5.20),

2

M= _%gw [0(p2)y* u(p)][u(p3)y"v(pa)] 6.3)
62
= _?guvjéljlr’ (6.4)

where the electron and muon four-vector currents are defined as
U = M sV __ T v
Je =v(p2)yFu(pr) and j = u(p3)y v(ps). (6.5)

The four-momentum of the virtual photon is determined by conservation of energy
and momentum at the interaction vertex, g = pi+ p2 = p3 + p4, and therefore
g% =(p1 + p2)* = s, where s is the centre-of-mass energy squared. Hence the matrix
element of (6.4) can be written as

e2

M= _?je'ju- (6.6)

Assuming that the electron and positron beams have equal energies, which has been
the case for the majority of high-energy e*e™ colliders, the centre-of-mass energy
is simply twice the beam energy, Vs = 2Epeam.

6.2.1 Spinsums

To calculate the ee™ — u*u~ cross section, the matrix element of (6.6) needs to
be evaluated taking into account the possible spin states of the particles involved.
Because each of the e, e™, u* and p~ can be in one of two possible helicity states,
there are four possible helicity configurations in the initial state, shown Figure 6.3,
and four possible helicity configurations in the p*p~ final state. Hence, the process
e*e” — utu consists of sixteen possible orthogonal helicity combinations, each of
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Y - I - . m - = -
€ — «— ¢ € —— «—— ¢ e — «—— ¢ € — «——¢

RL RR LL LR

The four possible helicity combinations in the e ™ e~ initial state.

which constitutes a separate physical process, for example e}re; = WKy (denoted
RR — RR) and e¥e{ - M}“ W, . Because the helicity states involved are orthogonal,
the processes for the different helicity configurations do not interfere and the matrix
element squared for each of the sixteen possible helicity configurations can be
considered independently.

For a particular initial-state spin configuration, the total e*e™ — u*u~ annihila-
tion rate is given by the sum of the rates for the four possible u*u~ helicity states
(each of which is a separate process). Therefore, for a given initial-state helicity
configuration, the cross section is obtained by taking the sum of the four corre-
sponding |M|? terms. For example, for the case where the colliding electron and
positron are both in right-handed helicity states,

2 2 2 2 2
Z|MRR| = IMgrr—grrl” + IMgrr—rLI” + IMRrR= LRI + IMRR-LLI™

In most e*e™ colliders, the colliding electron and positron beams are unpolarised,
which means that there are equal numbers of positive and negative helicity elec-
trons/positrons present in the initial state. In this case, the helicity configuration
for a particular collision is equally likely to occur in any one of the four possi-
ble helicity states of the e*e™ initial state. This is accounted for by defining the
spin-averaged summed matrix element squared,

1
UMy = 7 (Ml + IMeeP + Mg + ML)
=1 (lMRR—>RR|2 + IMgrorLl® + -+ IMRL—rr* + -+ ),

where the factor }T accounts for the average over the four possible initial-state helic-
ity configurations. In general, the spin-averaged matrix element is given by

2_1 2
Ml = 7 D IMP,

spins

where the sum corresponds to all possible helicity configurations. Consequently,
to evaluate the e*e™ — u*u~ cross section, it is necessary to calculate the matrix
element of (6.6) for sixteen helicity combinations. This sum can be performed in
two ways. One possibility is to use the trace techniques described in Section 6.5,
where the sum is calculated directly using the properties of the Dirac spinors. The
second possibility is to calculate each of the sixteen individual helicity amplitudes.
This direct calculation of the helicity amplitudes involves more steps, but has the



132

Electron—positron annihilation

advantages of being conceptually simpler and of leading to a deeper physical under-
standing of the helicity structure of the QED interaction.

6.2.2 Helicity amplitudes

In the limit where the masses of the particles can be neglected, +/s > m,, the four-
momenta in the process e*e™ — uw*u~, as shown Figure 6.4, can be written

p1=(E,0,0,E), 6.7)
p2 = (E,0,0,-E), (6.8)
p3 = (E,Esing,0, E cos6), (6.9)
p4s = (E,—Esin6,0,—E cos8), (6.10)

where, with no loss of generality, the final state u~ and p* are taken to be produced
with azimuthal angles of ¢ = 0 and ¢ = 7 respectively.

The spinors appearing in the four-vector currents of (6.5) are the ultra-relativistic
(E > m) limit of the helicity eigenstates of (4.67):

c —s S c
se'® ce' —ce'® se'?
uT:\/E ,ul:\/f ,UT:\/I_E ,vl:\/E R (6.11)
c s c
se'? —ce'? ce'® se'?

where s = sing and ¢ = cos g. The two possible spinors for initial-state electron
with (6 = 0, ¢ = 0) and for the initial-state positron with (6 = &, ¢ = ) are

1 0 1 0
0 1 0 -1
w(p1) = VE 1l uy(p1) = VE ol vi(p2) = VE 1l v (p2) = VE ol
0 -1 0 -1
e w
w P P3
Ps3
Y
e i > < 0 et H v
P2
+A/4 P2 Pa
W
e’ ut

The QED annihilation process e*e™ — u* ™ viewed in the centre-of-mass frame and the corresponding
lowest-order Feynman diagram.
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The spinors for the final-state particles are obtained by using the spherical polar
angles (6, 0) for the u~ and (7 — 6, ) for the u*. Using the trigonometric relations

LAY 0 n—6\ . (0 in
s1n( > )—cos(z), cos( 5 )—sm(Z) and " =-1,

the spinors for the two possible helicity states of the final-state u* and u~ are

C =S Cc s

N c N —C
ur(p3) = VE| |, uy(ps) = VE| |, vr(pa) = VE| | vi(ps) = VE

N —C ) —C

6.2.3 The muon and electron currents

The matrix element for a particular helicity combination is obtained from (6.6),
2
e . .
M= _?]e']w

where the corresponding four-vector currents of (6.5) are defined in terms of the
above spinors for the helicity eigenstates. The muon current, ji =u(p3)y"v(ps),
needs to be evaluated for the four possible final-state helicity combinations shown
in Figure 6.5. Using the Dirac—Pauli representation of the y-matrices (4.35), it
is straightforward to show that, for any two spinors ¢ and ¢, the components of

YyFe = yiylyre are

0 = vy = wid1 + Wid + Uik + Uik, (6.12)
' =Yy o = wids + Uihs + Wik + Uid, (6.13)
W o =YV e = i s — W3ds + Wida — Uih0), (6.14)
Wo =u"Yr0 = wids — wids + Uik — Wik (6.15)

Using these relations, the four components of the four-vector current j, can be
determined by using the spinors for a particular helicity combination. For example,
for the RL combination where the u~ is produced in a right-handed helicity state
and the p* is produced in a left-handed helicity state, the appropriate spinors are
ur(p3) and v;(p4). In this case, from Equations (6.12)—(6.15), the components of

1/'117 ;/vlf VW y“
N .z z .z

U RL [ RR n LL u LR

The four possible helicity combinations for the p* ™ final state.
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the muon current are

j£ = u1(p3)y v (ps) = E(cs — sc + s — sc) = 0,

J) =Py o (pa) = E(=E + 5* = & + 57 = 2E(s° = ) = =2E cos b,
J =w(p3)Y o (pa) = —iE(—c* = s = * = §%) = 2iE,

jlf = ET(p3)y3vl(p4) = E(cs+ sc+cs+ sc) =4Esc = 2E sin 6.

Hence, the four-vector current for the helicity combination M;MI is

Jure = up(p3)y'vy(ps) = 2E(0, — cos 6, i, sin 6).

Repeating the calculation for the other three w*u~ helicity combinations gives

Jure = ur(p3)y’vy(ps) = 2E(0,—cos 6, i,sin ), (6.16)
Jurr = ur(p3)y vr(ps) = (0,0,0,0),
Jurr = uy(p3)y'vy(ps) = (0,0,0,0),
Jurr = uy(p3)y vr(ps) = 2E(0, - cos 0, —i, sin ). (6.17)

Hence, in the limit where E > m,,, only two of the four u*u~ helicity combinations
lead to a non-zero four-vector current. This important feature of QED is related to
the chiral nature of the interaction, as discussed in Section 6.4.

The electron currents for the four possible initial-state helicity configurations can
be evaluated directly using (6.12)—(6.15). Alternatively, the electron currents can
be obtained by noting that they differ from the form of the muon currents only in
the order in which the particle and antiparticle spinors appear, jt' = v(p2)y*u(p;)
compared to j; =u(p3)y"v(ps). The relationship between vy*u and wy*v can be
found by taking the Hermitian conjugate of the muon current to give

[(p3 )y v(pa)]” = [u(ps)WOV“v(m)r

= v(pa) Y"1y T u(ps) using (AB)" = BTAT
= o(pa) ¥y u(p3) since 0f = 59
= 0(pa) "’y u(p3) since y#Ty0 = yOy#
= 0(pa)y"u(p3).

The effect of taking the Hermitian conjugate of the QED current is to swap the order
in which the spinors appear in the current. Because each element of the four-vector
current, labelled by the index y, is just a complex number, the elements of the four-
vector current for vy*u are given by the complex conjugates of the corresponding
elements of uy*v. Therefore from (6.16) and (6.17),

vy (pa)y ur(p3) = [ur(p3)y v (pa)]” = 2E(0, — cos 6, —i, sin 6)
v1(pa)y uy(p3) = [ (p3)y* vy (pa)]” = 2E(0, - cos 6, i, sin 6).
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By setting 6 =0, it follows that the two non-zero electron currents are

Jere =0y (p2)y*ur(p1) = 2E(0,-1,-i,0), (6.18)
Jer = 01(p2)y*u(p1) = 2E(0,-1,1,0). (6.19)

Furthermore, from j, 11 = jurr =0, it follows that j. 7, and je rg are also zero.

6.2.4 Thee*e™ — u*u™ cross section

In the limit £ >>m, only two of the four helicity combinations for both the ini-
tial and final state lead to non-zero four-vector currents. Therefore, in the process
e"e” — utu” only the four helicity combinations shown in Figure 6.6 give non-
zero matrix elements. For each of these four helicity combinations, the matrix ele-
ment is obtained from

2
e . .
M= _?]e']u-

For example, the matrix element Mg;_g;, for the process e?eI — MMI is deter-
mined by the scalar product of the currents

Jre = 0(p2)y ur(p1) = 2E(0,~1,~i,0),
and j;r,RL =uy(p3)y"v (pa) = 2E(0, — cos 6, i, sin 6).

Taking the four-vector scalar product je gy - ju.re and writing s = 4E? gives

2
Marort = —— [2E(0, =1, —i, 0)]- [2E(0, - cos 6, i, sin 6)]
S

= 62(1 + cos 6)
= 4na(l + cos ).

Using the muon and electron currents of (6.16)—(6.19), it follows that the matrix
elements corresponding to the four helicity combinations of Figure 6.6 are

IMgroril? = IMirsirl? = (Ara)*(1 + cos 6)%, (6.20)
IMgroirl? = IMigorel? = (Ara)*(1 — cos 6)%, (6.21)

/ w / W / W / w
- - - - - -

e —3p ¢ e —— ——e¢e' - e ——3 ¢
WY p SR WY r 1R WY p R WY RS LR

The four helicity combinations fore*e~™ — w*w™ thatin the limit £ > m give non-zero matrix elements.
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where 6 is the angle of the outgoing u~ with respect to the incoming e~ direction.
The spin-averaged matrix element for the process ete™ — u*u~ is given by

1
(IMp?y = 1% (IMRL—>RL|2 + Mgl + IMigosre* + |MiR_>LR|)

= %e“ [2(1 +cos )% + 2(1 - cos 9)2]

= ¢*(1 + cos? 0). (6.22)

The corresponding differential cross section is obtained by substituting the spin-
averaged matrix element squared of (6.22) into the general cross section formula
of (3.50) with p> = p} =F, giving

do 3 1
dQ  64n2s

e4(1 + cos’ 0),

where the solid angle is defined in terms of the spherical polar angles of the p~
as measured in the centre-of-mass frame. Finally, when written in terms of the
dimensionless coupling constant @ = e?/(4r), the e*e” — p*u~ differential cross
section becomes

2
g—g = Z—S(l + cos? ). (6.23)

Figure 6.7 shows the predicted (1 + cos” @) angular distribution of the e*e™ —
wru~ differential cross section broken down into the contributions from the differ-
ent helicity combinations. The distribution is forward—backward symmetric, mean-
ing that equal numbers of u~ are produced in the forward hemisphere (cos 6 > 0) as
in the backwards hemisphere (cos 8 < 0). This symmetry is a direct consequence of
the parity conserving nature of the QED interaction, as explained in Chapter 11.

The right-hand plot of Figure 6.7 shows the measured e*e™ — u*u~ differen-
tial cross section at /s =34.4 GeV from the JADE experiment, which operated
between 1979 and 1986 at the PETRA e*e™ collider at the DESY laboratory in
Hamburg. The (1 + cos?#) nature of the dominant QED contribution is appar-
ent. However, the interpretation of these data is complicated the presence of elec-
troweak corrections arising from the interference between the QED amplitude and
that from the Feynman diagram involving the exchange of a Z boson (see
Chapter 15). This results in a relatively small forward—backward asymmetry in
the differential cross section.

The total e*e™ — u*u~ cross section is obtained by integrating (6.23) over the
full solid angle range. Writing dQ2 = d¢ d(cos 8), the solid angle integral is simply

+1
16
f(l +cos?0)dQ = 27rf (1 + cos? @) d(cos §) = Tﬂ
-1
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12
&
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> (1 + cos?0) &
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(left) The QED prediction for the distribution of cos @in e*e™ — pw*u™ annihilation, where & is the angle
of the outgoing ™ with respect to the incoming e~ direction. (right) The measured e*e™ — pu* ™~ differ-
ential cross section at +/s = 34.4 GeV from the JADE experiment, adapted from Bartel et al. (1985). The solid
curve is the lowest-order QED prediction. The dotted curve includes electroweak corrections.

Therefore, the lowest-order prediction for the total e*e™ — u*u~ cross section is

Ara

T (6.24)

Figure 6.8 shows the experimental measurements of the e*e™ — p*u~ cross section
at centre-of-mass energies of /s <40GeV. In this case, the electroweak correc-
tions are negligible (the effects of interference with the Z boson exchange diagram
average to zero in the solid angle integral) and the lowest-order QED prediction
provides an excellent description of the data. This is an impressive result, starting
from first principles, it has been possible to calculate an expression for the cross
section for electron—positron annihilation which is accurate at the O(1%) level.

6.2.5 Lorentz-invariant form

The spin-averaged matrix element of (6.22) is expressed in terms of the angle 6
as measured in the centre-of-mass frame. However, because the matrix element is
Lorentz invariant, it also can be expressed in an explicitly Lorentz-invariant form
using four-vector scalar products formed from the four-momenta of the initial- and
final-state particles. From the four-momenta defined in (6.7)—(6.10),

pi-pr=2E*  pi-p3=E*(1-cos6) and pi-ps = E*(1+cosb).
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The measured e"e™ — ™ cross section for /s < 40 GeV. The curve shows the lowest-order QED pre-
diction of (6.24).

Hence the spin-averaged matrix element of (6.22) can be written as

26t (p1-p3)* + (p1-pa)?

Mgl?) =
A (p1-p2)?

(6.25)

The scalar products appearing in (6.25) can be expressed in terms of the Mandel-
stam variables, where for example

s =(p1+p2)’ = pi +p3 +2p1-py = mi +mj +2py-pa.
In the limit, where the masses of the particles can be neglected,
s=+2p1-p2, t=-2pi-p3 and u=-2p;-ps,

and therefore (6.25) can be written as

(6.26)

2 2
<|Mft|2> — 2e4 (t +u )

52

This expression, which depends only on Lorentz-invariant quantities, is valid in all
frames of reference.
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6.3 Spin in electron—positron annihilation
|

The four helicity combinations for the process e*e™ — u*u~ that give non-zero
matrix elements are shown in Figure 6.6. In each case, the spins of the two initial-
state particles are aligned, as are the spins of the two final-state particles. Defining
the z-axis to be in the direction of the incoming electron beam, the z-component
the combined spin of the e* and e~ is therefore either +1 or —1, implying that the
non-zero matrix elements correspond to the cases where the electron and positron
collide in a state of total spin-1. Therefore, the spin state for the RL helicity com-
bination can be identified as |S, S ;) =1, + 1) and that for the LR combinations as
|1, —1). Similarly, the helicity combinations of the u* ™~ system correspond to spin
states of |1, +1)y measured with respect to the axis in the direction of u™, as indi-
cated in Figure 6.9.

The angular dependence of the matrix elements for each helicity combination
can be understood in terms of these spin states. The operator corresponding to the
component of spin along an axis defined by the unit vector n at an angle 6 to the z-
axisis S, = %n-(r. Using this operator, it is possible to express the spin states of the
wru system in terms of the eigenstates of S, (see Problem 6.6). For example, the
spin wavefunction of the RL helicity combination of the w*u~ final state, |1, +1),
can be expressed as

|1, +1)9 = 3(1 = cos§) [1,=1) + ~=sinB]1,0) + 5(1 + cos B) 1, +1).

The angular distributions of matrix elements of (6.20) and (6.21) can be understood
in terms of the inner products of the spin states of initial-state e*e™ system and the

1,1)

2
- -

e —3 ——¢" 1,1),
ut '

RL— RL —1 cos 6 +1

- 1,1
/ n
e 11, -1),
Y/

w '

LR— RL -1 cos 6 +1

The orientations of the spin-1system in the RL — RL and LR — RL helicity combinations and the angular
dependence of the corresponding matrix element in the limit where £ > m.
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final-state u*u~ system. For example,
Mgrrr o (1, +1]1,+1)g = 3(1 + cos )
Mg o (1,=1]1,+1)g = 1(1 = cos 0).

Hence, in the limit E > m, the spin combinations that give non-zero matrix ele-
ments correspond to states of total spin-1 with the spin vector pointing along the
direction of the particles motion and the resulting angular distributions can be
understood in terms of the quantum mechanics of spin-1. This is consistent with
the notion that an interaction of the form ¢y*y corresponds to the exchange of a
spin-1 particle, in this case the photon.

6.4 Chirality

In the limit £ > m only four out of the sixteen possible helicity combinations for
the process e*e™ — e*e™ give non-zero matrix elements. This does not happen by
chance, but reflects the underlying chiral structure of QED. The property of chi-
rality is an important concept in the Standard Model. Chirality is introduced by
defining the y°-matrix as

5 _ . 0.1.2

Y EWYYY =

01
:(1 0). (6.27)

The significance of the y>-matrix, whilst not immediately obvious, follows from
its mathematical properties and the nature of its eigenstates. The properties of the
¥>-matrix can be derived (see Problem 6.1) from the commutation and Hermiticity
relations of the y-matrices given in (4.33) and (4.34), leading to

oS = O O
- o O O
e e 9 =
9 @ — &

@)P=1, (6.28)
Y =9, (6.29)
Yyh = —yhy’. (6.30)

In the limit £ > m, and only in this limit, the helicity eigenstates of (6.11) are
also eigenstates of the y>-matrix with eigenvalues
Yuy = +uy, yuy =-uy, yuvr=-vp and you =+

In general, the eigenstates of the y>-matrix are defined as left- and right-handed
chiral states (denoted with subscripts R, L to distinguish them from the general
helicity eigenstates T, |) such that
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)/SMR = +up and ’)/SML = -uy, (6 31)

ysz = —pg and yva = +vy. '
With this convention, when E >> m the chiral eigenstates are the same as the helic-
ity eigenstates for both particle and antiparticle spinors, for example uy — ug and
vy — vr. Hence, in general, the solutions to the Dirac equation which are also eigen-
states of y° are identical to the massless helicity eigenstates of (6.11),

c —s S c
se'® ce'® —ce'® se'®
ur= N , U= N , REN and v ,= N , (6.32)
C S —S C
se'® —ce'? ce'® se'd

where the normalisation is given by N = VE + m. Unlike helicity, there is no simple
physical interpretation of the property of chirality, it is nevertheless an integral part
of the structure of the Standard Model.

Chiral projection operators

Any Dirac spinor can be decomposed into left- and right-handed chiral components
using the chiral projection operators, Py and Pg, defined by

Pr=11+9",
P =11-9).

Using the properties of the y>-matrix, it is straightforward to show that Pg and Py
satisfy the required algebra of quantum mechanical projection operators, namely,

(6.33)

Pr+P; =1, PrPr=Pgr, P;P;=P; and PLPRIO.
In the Dirac—Pauli representation
Pr =

1
0

3| (6.34)
0

From the definitions of (6.31), it immediately follows that the right-handed chi-
ral projection operator has the properties
PRMR = UR, PRML = 0, PRUR =0 and PRUL =0r.

Hence Pg projects out right-handed chiral particle states and left-handed chiral
antiparticle states. Similarly, for the left-handed chiral projection operator,

PLuR = 0, PLML =uy, PLUR = UR and PLUL =0.
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Since Py and Py, project out chiral states, any spinor u# can be decomposed into left-
and right-handed chiral components with

U=arur+apuy = %(1 +75)u+ %(1 —ys)u,

where ag and a; are complex coefficients and ug and uy, are right- and left-handed
chiral eigenstates.

6.4.1 Chiralityin QED

In QED, the fundamental interaction between a fermion and a photon is expressed
as a four-vector current iQreyry ¢, formed from the Dirac spinors  and ¢. Any
four-vector current can be decomposed into contributions from left- and right-
handed chiral states using the chiral projection operators defined in (6.33). For
example, in the case of QED,

Yyt = (agg +ar )y (brog + bror)
= agbry Ry O + aRbryry" oL + aibri Y ¢r + apbrb Y L. (6.35)
where the coeflicients, a and b, will depend on the spinors being considered. The
form of the QED interaction means that two of the chiral currents in (6.35) are

always zero. For example, consider the term ur(p)y*ugr(p’). The action of P on a
right-handed chiral spinor leaves the spinor unchanged,

ur(p’) = Prug(p’). (6.36)

Therefore Pg can always be inserted in front of right-handed chiral particle state
without changing the expression in which it appears. The equivalent relation for
the left-handed adjoint spinor is

ur(p) = (P’ = [PLuc(p)l™y° = 21 = ¥ )ur(p)]'y°

= [ur()1' 31 =)y’ (using y° = »°")
= [ur (1Y 11 +9°) (using %y = —y%yY)
=ur(p)Pg.

From this it follows that
ur(p)y"ur(p’) = ur(p)Pry"Prugr(p’). (6.37)
But since Y y# = —yHy>,
Pry! = 3(1+ ¥k = y#5(1 =) = y*Pr,
and thus (6.37) can be written

ur(p)y ur(p’) = ur(p)y"PrPrug(p’) = 0,
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because P; Pr = 0. Therefore, the yry*¢ form of the QED interaction, implies that
only certain combinations of chiral eigenstates give non-zero matrix elements, and
the currents of the form

ury"ug = ugy"ur = vpy*vg = vry*or = vpy*ur = vry*ugr =0

are always identically zero.

6.4.2 Helicity and chirality

It is important not to confuse the concepts of helicity and chirality. Helicity eigen-
states are defined by the projection of the spin of a particle onto its direction of
motion, whereas the chiral states are the eigenstates of the y>-matrix. The relation-
ship between the helicity eigenstates and the chiral eigenstates can be found by
decomposing the general form of the helicity spinors into their chiral components.
For example, the right-handed helicity particle spinor of (4.65) can be written as

c
se'¢ . p

ur(p,0,¢) =N e with k= Tim and N = VE +m.
Kkse'®

The spinor can be decomposed into its left- and right-handed chiral components by
considering the effect of the chiral projection operators,

c C
i¢ i9

Prup =51 +0ON| % | and  Pug =31 -0N|
S€i¢ —S€i¢

Therefore, the right-handed helicity spinor, expressed in terms of its chiral compo-
nents, is

c c
se'd se'd
u(p.6.9) =31 +0N| " |+ 3(1-KN
S€i¢ —sei¢
< L1+ ug + 31 =K uy, (6.38)

where ur and uy are chiral eigenstates with ysuR =+ ug and ySML =—u;. From
(6.38) it is clear that it is only in the limit where E > m (when « — 1) that the
helicity eigenstates are equivalent to the chiral eigenstates. Because only certain
combinations of chiral states give non-zero contributions to the QED matrix ele-
ment, in the ultra-relativistic limit only the corresponding helicity combinations



144

Electron—positron annihilation

R e

The helicity combinations at the QED vertex which give non-zero four-vector currents in the limit £ > m.

contribute to the QED interaction. The chiral nature of the QED interaction there-
fore explains the previous observation that only four of the sixteen possible helicity
combinations contribute to the e*e™ — p*u~ annihilation process at high energies.

The correspondence between the helicity and chiral eigenstates in the ultra-
relativistic limit implies that for E > m, the four-vector currents written in terms of
the helicity states,

uyytur = urytup = vpytoy = opytop = vpyHuy = opytup =0,

are all zero. Therefore in the high-energy QED processes, only the helicity combi-
nations shown in Figure 6.10 give non-zero currents. Consequently, the helicity of
the particle leaving the QED vertex is that same as that entering it and helicity is
effectively “conserved” in high-energy interactions.

6.5 *Trace techniques
I —

In the calculation of the e*e™ — pu* ™ cross section described above, the individual
matrix elements were calculated for each helicity combination using the explicit
representations of the spinors and the y-matrices. The resulting squares of the
matrix elements were then summed and averaged. This approach is relatively sim-
ple and exposes the underlying physics of the interaction. For these reasons, the
majority of the calculations that follow will adopt the helicity amplitude approach.
In the limit where the masses of the particles can be neglected, these calculations
are relatively straightforward as they involve only a limited number of helicity com-
binations. However, when the particle masses can not be neglected, it is necessary
to consider all possible spin combinations. In this case, calculating the individual
helicity amplitudes is not particularly efficient (although it is well suited to com-
putational calculations). For more complicated processes, analytic solutions are
usually most easily obtained using a powerful technique based on the traces of
matrices and the completeness relations for Dirac spinors.

6.5.1 Completeness relations

Sums over the spin states of the initial- and final-state particles can be calcu-
lated using the completeness relations satisfied by Dirac spinors. The completeness
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relations are defined by the sum over the two possible spin states of the tensor
formed from the product of a spinor with its adjoint spinor,

2

D u(pii(p),

s=1

where the sum is for two orthogonal spin states. The sum can be performed using
the helicity basis or the spinors u; and u;, both of which form a complete set of
states. Here it is most convenient to work with the spinors #;(p) and u,(p), in which
case the completeness relation is

2

D, us(PYE(p) = w ()L (p) + wa(pYip).
s=1

In the Dirac—Pauli representation, the spinors #1 and u can be written as
Ps . 1 0
us(p) = VE +m| 4, with ¢ = and ¢, = .
Frm®s 0 1

Using (o - p)' = o - p, the adjoint spinor can be written

w=iy = VErm(of g )( 5))= VETm(of —orizm).

s E+m 0 - § s E+m

where [ is the 2 X 2 identity matrix. Hence the completeness relation can be written

2 2 ( ¢l —FEgel
2, 1P = B4 m) ), [ FR 00T — (00 }

s=1 s=1

which using

2

1
D, 0504 =(0 (1’) and (o -p)’ = p” = (E + m)(E —m),
s=1

gives
2 (E+m)l —-o-p
Z; us(p)ids(p) = ( op (B 4m) ) : (6.39)
sS=
Equation (6.39) can be written in terms of the y-matrices as
2
Z usity = (Y'py +ml) = p+m, (6.40)

s=1
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where the “slash” notation is shorthand for p = y#p, = Ey° — pyy! - pyyz -y
Repeating the above derivation, it is straightforward to show that the antiparticle
spinors satisfy the completeness relation,

2
D o= (i py—ml)=p—m, (6.41)
r=1
where the mass term enters with a different sign compared to the equivalent expres-

sion for particle spinors.

6.5.2 Spin sums and the trace formalism

The QED, QCD and weak interaction vertex factors all can be written in the form
u(p)Tu(p’), where T is a 4 X 4 matrix constructed out of one or more Dirac -
matrices. In index notation, this product of spinors and y-matrices can be written

u(p)Tu(p’) = u(p); Liu(p’;,

where the indices label the components and summation over repeated indices is
implied. It should be noted that #(p) T u(p’) is simply a (complex) number.' For
the QED vertex I'=y* and the matrix element for the process e*e™ — pu*tu~ is
given by (6.3),

2
Myi = —% [0(p2)y* ulp )] guy [U(p3)y"v(pa)]
2
= —2— (52" o) [7p3)70(p8)] (6.42)

where summation over the index y is implied. The matrix element squared |M f,~|2

is the product of My; and M}i, with
2

M;i = e_2 [5p2)y"u(p)] [@(p3)yyu(pa)]”
q

where the index v has been used for this summation to avoid confusion with the
index p in the expression for My; given in (6.42). Because the components of the

! If this is not immediately obvious, consider the 2 x 2 case of ¢'Ba, where the equivalent product
can be written as

By Bp \[ a
(Cl,Cz)( I | D ciBiay + ciBpay + caByay + c2Bx

=¢;Bja;,

which is just the sum over the product of the components of a, ¢ and B.
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currents are simply numbers, the order in which they are written does not matter.
Hence 1M f,~|2 =M fiM}i can be written

64

IMGl? = = [Py ulp] [6(p2)y u(pd]" X [#(p3)ye(pa)| p3yyv(pa)]”

=

The spin-averaged matrix element squared can therefore be written

1
MGy = 7 > IMgil

spins

&4

=i [0 (p2)y*u* (p1)] [ (p2)y"u* (p1)]|

Na

x 3" [ 3y )] [# p3r ()] (6.43)

where s, s, r and r’ are the labels for the two possible spin states (or equivalently
helicity states) of the four spinors. In this way, the calculation of the spin-averaged
matrix element squared has been reduced to the product of two terms of the form

> [oro|[orae| . (6.44)

spins

where I'} and I, are two 4 X 4 matrices, which for this QED process are I'j = y*
and I'; = y”. Equation (6.44) can be simplified by writing

[T9]' = [w7°To]" = 6Ty = 67Ty = 3Ty y,
and hence
[oTg|' =Ty with T =Ty

From the properties of the y-matrices given (4.33) and (4.34), it can be seen that
YOy# 0 = y# for all u. Hence for the QED vertex, with ' = y*,

T =0y =yt =T.

Although not shown explicitly, it should be noted that T" = I also holds for the QCD
and weak interaction vertices. Hence for all of the Standard Model interactions,

[org] = 3Tv. (6.45)
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Using (6.45), the spin-averaged matrix element squared for the process ete™ —
wru~ of (6.43) can be written

2 Myt = < Z [0 (p2)y"u* (p0] [ (p)Y "V (p2)]

spins

X Z [@ (P yt” (pa)| [07 (payysie (p3)] (6.46)

Denoting the part of (6.46) involving the initial-state e* and e~ spinors by the
tensor L(‘; ‘)' and writing the matrix multiplication in index form gives

2
L= T2y (o) B (pOYmt(p2) (6.47)

s,;r=1
Since all the quantities in (6.47) are just numbers, with the indices keeping track of
the matrix multiplication, this can be written as

2
D (pou(py)

s=1

L= Z 0, (p2)0(p2) YV (6.48)

Using the completeness relations of (6.40), the electron tensor of (6.48) becomes

L = (py = Mnj(py + Min Y s (6.49)

where (p, —m)y; is the (mj)th element of the 4 X 4 matrix (p,—ml). Equation (6.49)
can be put back into normal matrix multiplication order to give

L‘(lev) = (pz - m)mfyx(pl + m)in')/zm
= [(Pz - m)?’”(pl + m)?’v]mm
= Tr(Ip, — mly*Ip, +mly"). (6.50)

Consequently, the sum over spins of the initial-state particles has been replaced by
the calculation of the traces of 4 X 4 matrices, one for each of the sixteen possible
combinations of the indices u and v. The order in which the two p terms appear
in trace calculation of (6.50) follows the order in which the spinors appear in the
original four-vector currents; the p term associated with the adjoint spinor appears
first (although traces are unchanged by cycling the elements). In constructing the
traces associated with a Feynman diagram it is helpful to remember that the order
in which different terms appear can be obtained by following the arrows in the
fermion currents in the backwards direction. Writing the sum over the spins of
final-state particles of (6.46) as the muon tensor,

£ =" [ (3" (o) [0 (e (p3)]

s’ r
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and expressing this in terms of a trace, leads to

M 2 _ 64 v ()
2 Myl = ALLh
spins
64 v
=7 Tr ([p, — mly"p, +mly") x Te([py + Mlyulp, - Mly) .

(6.51)

where the masses of the initial- and final-state particles are respectively written as
mand M.

6.5.3 Trace theorems

The calculation of the spin-summed matrix element has been reduced to a prob-
lem of calculating traces involving combinations of y-matrices. At first sight this
appears a daunting task, but fortunately there are a number of algebraic “tricks”
which greatly simplify the calculations. Firstly, traces have the properties

Tr(A + B) =Tr(A) + Tr(B), (6.52)
and are unchanged by cycling the order of the elements
Tr(AB...YZ) = Tr(ZAB...Y). (6.53)

Secondly, the algebra of the y-matrices is defined by the anticommutation relation
of (4.33), namely

Yy + ¥yt = 2971, (6.54)

where the presence of the 4 x 4 identity matrix has been made explicit. Taking the
trace of (6.54) gives

Tr(y*y") + Tr (v'y¥) = 29" Tr (D),
which using Tr (AB) =Tr (BA) becomes Tr (y*y") = g*” Tr (I), and hence
Tr (y*y") = 49+ (6.55)

The trace of any odd number of y-matrices can be shown to be zero by inserting
¥>y> =I into the trace. For example, consider the trace of any three y-matrices

Tr(y*y'y") = Tr (¥ y'y"y'y?)
=Tr (ys Yy y Py ) (traces are cyclical)

= -Tr(yr'y"7'7") (since y'y* = —y"y°)
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where the last line follows from commuting y> through the three y-matrices, each
time introducing a factor of —1. Hence Tr (y#y"y?) = —Tr (y*y"y*), which can
only be true if

Tr (y"y"y*) = 0. (6.56)

The same argument can be applied to show that the trace of any odd number of
y-matrices is zero.

Finally, the trace of four y-matrices can be obtained from (6.54) which allows
v9y? to be written as 2g*’ — y?y® and repeated application of this identity gives

YV YOy = 2"y Py =y yHy Py
= 29"y = 29"y YT Py
= 29" yPy” = 29"y Y7 + 2g"7y yP — ¥y Py Ty
= Y'Yy H Yy R = 29"y Py = 210y YT + 2917y y P (6.57)
Taking the trace of both sides of (6.57) and using the cyclic property of traces
2Te(Y*y"yPy7) = 29" Tr (yPy7) = 29" Tr (v'y7) + 29%7 Tr (v'y*),

and using (6.55) for the trace of two y-matrices gives the identity
Te(y"y"y?y7) = 49" — 4g"g™ + 49" g™ (6.58)

The full set of trace theorems, including those involving y° = iy%y!y?y3, are:

(a) Tr(D) =

(b) the trace of any odd number of y-matrices is zero;

(© Tr(y*y") =49"";

(d) Tr(y"y"yPy?) =49"g"7 — 49" g™ +49"7g"";

(e) the trace of ys multiplied by an odd number of y-matrices is zero;
(® Tr(y*) =0

(@ Tr(y

(h) Tr (y yHyY y“”y") =4ig"P7  where £P7 is antisymmetric under the inter-
change of any two indices.

Y yHy ) 0; and

Armed with these trace theorems, expressions such as that of (6.51) can be eval-
uated relatively easily; it is worth going through one example of a matrix element
calculation using the trace methodology in gory detail.
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e f
P4 P3
Y
u 4
) Ps
e’ f

The lowest-order QED Feynman diagram for e*e~ — ff.

6.5.4 Electron—positron annihilation revisited

Consider the processe*e™ — ff, shown in Figure 6.11, where f represents any of the
fundamental spin-half charged fermions. In the limit where the electron mass can
be neglected, but the masses of the final-state fermions cannot, the spin-averaged
matrix element squared is given by (6.51) with m =0 and M = m;,

2 4

1 Qe
IMsly = 5 D) MGl = 42  Te(pyy"pyy”) Te(Ips + melyulp, — medn) -
spins

(6.59)

This can be evaluated by writing p, =y7p, and p, =y” Pap in which case the first
trace in (6.59) can be written as

Tr (py"p1¥") = Pappis Tr (VYY)
= 4p,, 01,997 = g7 g + g g"")
= 4py'p] = 49" (p1-p2) + 4pypy.

Since the trace of an odd number of y-matrices is zero and Tr (A + B) =Tr(A) +
Tr (B), the second trace in (6.59) can be written

Tr (I + melyulpy — melyy) = Te(pyyup ) — miTe (vy) (6.60)
= 4p3,upay — 4Gun(P3-pa) + 4p3ypay — 4migyy.
(6.61)
Hence, the spin-averaged matrix element squared is given by
<|M |2>_16Qf2:e4|: MoV /JV( . )+ v /J:I
fi = 4q4 byP1—9 P1-P2 PPy

X [paﬂmv — 9u(P3°Pa) + P3yDay — mﬁgm] . (6.62)

This expression can be simplified by contracting the indices, where for example

99 =4 PyPiguw = (p1-p2) and  pypYpaupay = (p2-p3)(p1-pa).
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Thus the twelve terms of (6.62) become

QZ 4
IMyil?)y = 4;—48 [(P1-P4)(P2-P3) = (P1P2)(P3-Pa) + (P1-3) (P2 Pa)

= (p1-p2)(p3-pa) + 4(p1-p2)(p3-pa) — (P1-p2)(P3-p4)
+ (p1-p3)(p2-p4) — (p1-p2)(p3-pa) + (p1-pa)(p2-p3)

—mi(p1-p2) + 4mi(p1-p2) = mi(p1-p2) |
which simplifies to

Py =42 :
(IMyil) = 4 7 [2(p1-P3)(P2-pa) + 2(p1- pa)(p2- p3) + 2mi(p1-pa)| -

In the limit where the electron mass is neglected, the four-momentum squared of
the virtual photon is

g% = (p1 + p2)* = pi + p3 + 2(p1-p2) = 2(p1-p2),

and therefore
Q%e*
Ml = 2m [(P1-P3)(P2-pa) + (p1-pa)(p2-p3) + mi(pr-p2)|. (6.63)

If the final-state fermion mass is also neglected, (6.63) reduces to the expression
for the spin-averaged matrix element squared of (6.25), which was obtained from
the helicity amplitudes.

In the above calculation, neither the explicit form of the spinors nor the specific
representation of the y-matrices is used. The spin-averaged matrix element squared
is determined from the completeness relations for the spinors and the commutation
and Hermiticity properties of the y-matrices alone.

ete” > ffannihilation close to threshold

The spin-averaged matrix element squared of (6.63) can be used to calculate the
cross section for e*e~ — ff close to threshold. Working in the centre-of-mass frame
and writing the momenta of the final-state particles as p =8E, where §=v/c, the
four-momenta of the particles involved can be written

p1 =(E,0,0,+E),
p2 =(E,0,0,-E),
p3 = (E,+BEsin 6,0, +BE cos 6),
pa = (E,—BEsin 6,0, —LE cos 0),
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and the relevant four-vector scalar products are

p1-p3 = pa-ps = E*(1 = Bcosb),
p1-pa = p2-p3 = E*(1 + Bcosb),
p1-p2 = 2E°.
Substituting these expressions into (6.63) gives
2 Qfe“ 4 2, g4 2 2.2
(IMpil™) = 25 [E (1 -=pBcos®)” +E"(1 +pBcosh)” +2E mf]
EZ _ pZ)

= Q%e“(l +,82 cos? 6 + 2

= Qfe* (2+ f* cos* 0 - 7). (6.64)

The differential cross section is then obtained by substituting the spin-averaged
matrix element squared of (6.64) into the cross section formula of (3.50) to give

do 1 p
dQ  64n2sE
1

- EIBQ?QZ (2+ 8 cos? 0 - B7),

(M)

where e = 4na. The total cross section is obtained by integrating over dQ, giving

o(ete” - ff) =

4 2Q2 7 — 9
938 fﬁ( B

ith g%=|1 il 6.65
35 2)‘“/3__7‘ (6.65)

Close to threshold, the cross section is approximately proportional to the velocity
of the final state particles. Figure 6.12 shows the measurements of the total e*e™ —
TF T~ cross section at centre-of-mass energies just above threshold. The data are in
good agreement with the prediction of (6.65). In the relativistic limit where 8 — 1,
the total cross section of (6.65) reduces to the expression of (6.24).

6.5.5 Electron—quark scattering

The main topic of the next two chapters is electron—proton scattering. In the case
of inelastic scattering where the proton breaks up, the underlying QED process
is t-channel scattering of electrons from the quarks inside the proton. In the limit
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0.2 T T

T utu
o
[
T
\

Vs (GeV)

The measured ratio of number of identified e*e™ — t*t~ events to the number of e*e™ — u*u™ at
centre-of-mass energies close to the e"e~ — 1™t~ threshold. The curve shows the 3(3 — 3%) behaviour
of (6.65). The normalisation depends on the efficiency for identifying Tt~ events and a small background
component is included. Adapted from Bacino et al. (1978).

P4 P3

P2 Py

q q
The lowest-order Feynman diagram for QED t-channel electron—quark scattering process.

where the masses of the electron and the quark can be neglected, it is relatively
straightforward to obtain the expressions for the four non-zero matrix elements
using the helicity amplitude approach (see Problem 6.7). However, if the particle
masses cannot be neglected, which is the case for low-energy electron—proton scat-
tering, the spin-averaged matrix element is most easily calculated using the trace
formalism introduced above.

The QED matrix element for the Feynman diagram of Figure 6.13 is

Qq¢® _ N
My = " [u(p3)y* ulp)] guy [U(pa)y"u(p2)] -

Noting the order in which the spinors appear in the matrix element (working back-
wards along the arrows on the fermion lines), the spin-summed matrix element
squared is given by
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Q2€4
> IMpl = ;4 Tr (Ip5 + mely"Ip, +mely”) Te([py + malyulp, +mqly) -

spins

(6.66)

Apart from the signs of the mass terms, which are all positive since only particles
are involved, the expressions in the traces of (6.66) have the same form as those
of (6.60) and can therefore be evaluated using the result of (6.61) with the signs of
the m? terms reversed, giving

16 Q%¢*
DM = qf (P4p = 9" (p1-p3) + pi'p} + m2g™™)

X (mﬂpzy = gu(p2-pa) + pouPav + mﬁgﬂy) .
From this expression, it follows that

1
Ml = 3 D) MGl

spins

8Qze*
REE |(P1-P2)(P3-Pa) + (P1-Pa)(P2-P3)
= (papa) = mi(pr-p3) + 2memg . (6.67)

In the limit where the masses can be neglected, (6.67) reduces to

2 2
Sru ) (6.68)

My = 2Q§e4( 3

Apart from the factor Qé from the quark charge, this spin-averaged matrix element
squared for the f-channel scattering process of eq — eq is identical to the corre-
sponding expression for e*e™ — u*u~ annihilation of (6.26) with s and ¢ inter-
changed. The similarity between these two expressions is to be expected from the
closeness of the forms of the fermion currents for the two processes. This property,
known as crossing symmetry, can be utilised to obtain directly the expression for
the spin-averaged matrix element squared for a #-channel process from that of the
corresponding s-channel process.

6.5.6 Crossing symmetry

The calculations of the spin-averaged squared matrix elements for the s-channel
e*e” — ff annihilation process and the f-channel e f — e~ f scattering processes,
shown in Figure 6.14, proceed in similar way. In the annihilation process, the two
currents are

J¥ =v(p)y up) and ! =u(p3)y v(ps), (6.69)
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e f e e”
u
P4 Ps3 P Ds
Y
u v Y
Py Pa P2 ° Pa

et f f f

The Feynman diagrams for QED s-channel annihilation process ete™ — ff and the QED t-channel scattering
process e~ f — e~ f.

and for the scattering process the corresponding two currents are
j =u(p3)y u(pr) and ! =u(pa)y’u(pa). (6.70)

By making the replacement u(pi) — u(py), v(p2) = u(p3), u(p3) = u(ps) and
v(p4) — u(p2) the currents in the annihilation process (6.69) correspond to those
for the scattering process (6.70). In the calculation of traces, this implies making
the replacement, p; — p1, p2 — p3, p3 — p4 and ps — ps. This accounts for the
order in which the spinors appear in the four-vector currents, but does not account
for the replacement of an antiparticle spinor with a particle spinor. From the com-
pleteness relationships of (6.40) and (6.41), the spin sums lead to a term in the trace
of [p + m] for particles and [p — m] for antiparticles. So when a particle is replaced
by an antiparticle, the sign of the mass term in the trace is reversed. Alternatively,
the effect of changing the relative sign between p and m, can be achieved by chang-
ing the sign of the four-momentum when a particle in one diagram is replaced by
an antiparticle in the other diagram. Hence, crossing symmetry implies that the
matrix element for e f — e~ f can be obtained the matrix element for e*e™ — ff by
making the substitutions,

P1— P, p2—-p3, p3—>ps and py— —po.

The effect on the Mandelstam variables is sZ — 72, 2 — u? and u® — s2, and with
these replacements the matrix element for the s-channel annihilation process
e*e” — ff of (6.26) transforms to the matrix element for the -channel scattering
process e f — e f of (6.68)

£+ u? u* + 52
<|Mﬁ-|2>s=2Q%e“( . ) — <|Mﬂ|2>z=2Q%e“( 3 )
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Summary

In this chapter, the e*e™ — p* ™ annihilation process has been used to introduce the
techniques used to perform lowest-order QED calculations. A number of important
concepts were introduced. The treatment of the different spin states of the initial-
and final-state particles leads to the introduction of the spin-averaged matrix ele-
ment squared given by

2_1 2
WMl = 7 D IMP,

spins

where the sum extends over the sixteen orthogonal spins states. In the limit where
the masses of the particles were neglected, only four of the possible helicity combi-
nations give non-zero matrix elements. This property is due to the chiral nature of
the QED interaction, where the left- and right-handed chiral states are eigenstates
of the y°-matrix defined as

,y5 = iyoylyzyS.

Because of the ¢y*y form of the QED interaction vertex, certain combinations of
chiral currents are always zero, for example ugy*u; =0. In the limit E > m, the
helicity eigenstates correspond to the chiral eigenstates and twelve of the sixteen
possible helicity combinations in the process ee™ — u*u~ do not contribute to the
cross section and helicity is effectively conserved in the interaction. The resulting
spin-averaged matrix element squared for e*e™ — p*u” is

(6.71)

_ _ 2+ u?
e U <|Mfi|2>:2€4( 3 )

In the starred section of this chapter, the method of using traces to perform
spin sums was introduced and was then used to calculate the matrix elements for
e*e” — ff annihilation and e"q— e~q scattering. In the massless limit, the spin-
averaged matrix element squared for electron—quark scattering was shown to be

2 2
S ru ) 6.72)

e qoeq: (MpP)= 2Q§€4( 2
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Problems

™ 65
(D 6.6

Using the properties of the y-matrices of (4.33) and (4.34), and the definition of y° = iy%y'y*y?, show
that

V=1 Y=y ad Yyt =ty
Show that the chiral projection operators

Pr=30+9) and P =1(01-7),

satisfy
Pr+P =1, PPr="Py, PP =P and PPr=0.
Show that
AT = Ly”pﬂ and A = m—_y“pﬂ,
2m 2m

are also projection operators, and show that they respectively project out particle and antiparticle states, i.e.
Atu=u, Av=v and A'v=A"u=0.
Show that the helicity operator can be expressed as

A YYrep

h:Zp

In general terms, explain why high-energy electron—positron colliders must also have high instantaneous
luminosities.

For a spin-1system, the eigenstate of the operator S, = n - § with eigenvalue +1corresponds to the spin being
in the direction f. Writing this state in terms of the eigenstates of 5, i.e.

1, +1 = a1, =1) + BI1,0) + y[1, +1),
and taking n = (sin 8, 0, cos 6) show that

M, +1e = 30— sO) 1, 1) + 5 sin 61,00 + (1 + cos A1, +1).

Hint: write S, in terms of the spin ladder operators.

Using helicity amplitudes, calculate the differential cross section fore™ ™ — e~ scattering in the following
steps:

(a) From the Feynman rules for QED, show that the lowest-order QED matrix element fore~pu~ — e~ is

¢ _ _
M = =38 [0 ") [0y u(p)]

where p; and p; are the four-momenta of the initial- and final-state e ~, and p, and p, are the four-momenta
of the initial- and final-state ..
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(b) Working in the centre-of-mass frame, and writing the four-momenta of the initial- and final-state e~ as
p{‘ =(£,0,0,p)and p3” =(f,psin 6,0, p cos §) respectively, show that the electron currents for the
four possible helicity combinations are

uy(psyy*uy(pm) = 2k, ps, =ips, po),
ur(p3)y*uy(pr) = 2(ms, 0,0,0),
ur(p3)y*ur(pr) = 2(Ec, ps, ips, po),
u (p3)y*uy(p) = =2(ms, 0,0,0),

where m s the electron mass, s = sin(6/2) and ¢ = cos(6/2).
Explain why the effect of the parity operator P = % is

Pur(p, 6, ¢) = Puy(p, m — 0,7 + ¢).

Hence, or otherwise, show that the muon currents for the four helicity combinations are

(c

Uy (pa)y*uy(py) = 2Esc, —ps, —ips, —po),
up(pa)y*uy(p2) = 2(Ms, 0,0,0),
ur(pa)y*ur(py) = 2Exc, —ps, ips, —po),
Uy (pa)y*ur(pr) = —2(Ms,0,0,0),

where M s the muon mass.

(d) Fortherelativistic limit where £ >> M, show that the matrix element squared for the case where the incom-
ing e~ and incoming ™~ are both left-handed is given by

4t
Myl = ———,
Y -y

where s = (p; + p,)?. Find the corresponding expressions for | Mg %, | Mgl? and | Mzl
(e) In this relativistic limit, show that the differential cross section for unpolarised e~ u~ — e~ scattering
in the centre-of-mass frame is

do 222 1+ 301+ 050y
iQ s (-wsh?
6.8 Usingy#y¥ + y¥yH =2g"", prove that
Yv. =4, ydy,=-24 and yHgby, =4a-b.
6.9% Prove the relation [%f”ysq)r = dpy*yYy.

6.10% Use the trace formalism to calculate the QED spin-averaged matrix element squared for ete™ — ff including
the electron mass term.

6.11* Neglecting the electron mass term, verify that the matrix element fore™f — e~ f givenin (6.67) can be obtained
from the matrix element for e*e~ — ff given in (6.63) using crossing symmetry with the substitutions

p—=p, P —p, pp—>pyoand pyp— —p.

6.12* Write down the matrix elements, M; and M,, for the two Feynman diagrams for the Compton scattering
process ey — e~y. From first principles, express the spin-averaged matrix element (| M; + M,[?) asa
trace. You will need the completeness relation for the photon polarisation states (see Appendix D).
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4 In e*e™ collisions, the initial-state particles are fundamental fermions. Conse- )
quently, the cross sections for processes such as e*e™ annihilation are deter-
mined by the QED matrix element and the event kinematics (phase space)
alone. Calculations of cross sections for collisions involving protons, for
example at an electron—proton collider or a hadron collider, also need to
account for the composite nature of the proton. This chapter describes low-
energy electron—proton elastic scattering. The main purpose is to provide an
introduction to a number of concepts which form the starting point for the
description of the high-energy interactions of protons that is the main topic of
the following chapter.

7.1 Probing the structure of the proton

160

Electron—proton scattering provides a powerful tool for probing the structure of the
proton. At low energies, the dominant process is elastic scattering where the pro-
ton remains intact. Elastic scattering is described by the coherent interaction of a
virtual photon with the proton as a whole, and thus provides a probe of the global
properties of the proton, such as its charge radius. At high energies, the dominant
process is deep inelastic scattering, where the proton breaks up. Here the underly-
ing process is the elastic scattering of the electron from one of the quarks within the
proton. Consequently, deep inelastic scattering provides a probe of the momentum
distribution of the quarks.

The precise nature of the e"p — e~ p scattering process depends on the wave-
length of the virtual photon in comparison to the radius of the proton. Electron—
proton scattering can be broadly categorised into the four classes of process shown
schematically in Figure 7.1:

(a) atvery low energies, where the electrons are non-relativistic and the wavelength
of the virtual photon is large compared to the radius of the proton, A > r,, the
e"p — e p process can be described in terms of the elastic scattering of the
electron in the static potential of an effectively point-like proton;
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(a) (b) (©)

A~

o A<r

A>r, b

P

The nature of e~ p scattering depending on the wavelength of the virtual photon.

(b) at higher electron energies, where A ~ rp, the scattering process is no longer
purely electrostatic in nature and the cross section calculation also needs to
account for the extended charge and magnetic moment distributions of the
proton;

(c) when the wavelength of the virtual photon becomes relatively small, 1 < rp,
the elastic scattering cross section also becomes small. In this case, the dom-
inant process is inelastic scattering where the virtual photon interacts with a
constituent quark inside the proton and the proton subsequently breaks up;

(d) at very high electron energies, where the wavelength of the virtual photon
(4 < rp) is sufficiently short to resolve the detailed dynamic structure of the
proton, the proton appears to be a sea of strongly interacting quarks and gluons.

Whilst we will be interested primarily in the high-energy deep inelastic e p scatter-
ing, the low-energy e™p elastic scattering process provides a valuable introduction
to a number of important concepts.

7.2 Rutherford and Mott scattering
|

Rutherford and Mott scattering are the low-energy limits of e p elastic scattering.
In both cases, the electron energy is sufficiently low that the kinetic energy of the
recoiling proton is negligible compared to its rest mass. In this case, the proton can
be taken to be a fixed source of a 1/r electrostatic potential. The cross sections for
Rutherford and Mott scattering are usually derived from non-relativistic scattering
theory using the first-order (¥ ¢|V(r)l;) term in the perturbation expansion. Here
the cross sections are derived using the helicity amplitude approach of the previous
chapter, treating the proton as if it were a point-like Dirac particle. Provided the
wavelength of the virtual photon is much larger than the radius of the proton, this
is a reasonable approximation.
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Rutherford scattering of an electron from a proton at rest in the laboratory frame and the corresponding
Feynman diagram.

In the limit where the proton is taken to be a point-like Dirac fermion, the matrix
element for the Feynman diagram for low-energy e p elastic scattering, shown in
Figure 7.2, is given by

2
M;i = Q;: [i(p3)y*u(p )] guv [@(pa)y u(p2)] . (7.1

From (4.65), the Dirac spinors describing the two possible helicity states of the
electron can be written in the form

c -5
i¢ i
se ce
ur = Ne and u) = N, )
KC KS
Kkse'? —kce'®

where Ne = VE + me, s = sin(0/2) and ¢ = cos(6/2). The parameter « is given by

_ p _ Beve
E+me e+ 1

where 3. and vy, are respectively the speed and Lorentz factor of the electron. Writ-
ing the electron spinors in terms of the parameter « clearly differentiates between
the non-relativistic (k < 1) and highly relativistic (x = 1) limits. If the velocity
of the scattered proton is small, its kinetic energy can be neglected, and to a good
approximation the energy of the electron does not change in the scattering process.
Hence the same value of « applies to both the initial- and final-state electron. For
an electron scattering angle 6 (see Figure 7.2) and taking the azimuthal angle for
the electrons to be ¢ = 0, the possible initial- and final-state electron spinors are

1 0 c -5
0 1 s

ur(p1) = Ne < | uy(p1) = Ne 0 and wup(p3) = Ne wl u(p3) = Ne s
0 —K KS —KC



163

7.2 Rutherford and Mott scattering

The electron currents for the four possible helicity combinations, calculated from
(6.12)—(6.15), are

Jerr = up(p3)y'ur(p1) = (E + me) [(K2 + 1)c, 2ks, +2iks, 2KC] s (7.2)
Jeww =W (pa uy(pr) = (E + me) [ + 1)e, 2ks, =2iks, 2«c|,  (1.3)
Jeir = wy(p)Y*uy(p1) = (E + me) (1 - £7)5,0,0,0] , (7.4)
Jert = Wy (p3)y ur(p1) = (E + me) [ = 1)5,0,0,0] . (7.5)

Thus, in the relativistic limit where « = 1, only two of the four helicity combi-
nations give non-zero electron currents, reflecting the chiral nature of the QED
interaction vertex. At lower energies, where « < 1, all four helicity combinations
give non-zero matrix elements; in this limit the helicity eigenstates no longer cor-
respond to the chiral eigenstates and helicity is not conserved in the interaction.

In the limit where the velocity of the recoiling proton is small (8, < 1), the
lower two components of the corresponding particle spinors are approximately zero
(since xk =~ 0). Taking the spherical polar angles defining the direction of the (rel-
atively small) recoil momentum of the proton as (6, = 1, ¢, = ), the initial-state
and final-state protons can be described respectively by the helicity states

1 0
0f_ L
ur(p2) = 4/2m, 0 =ui(p2) and  wuy(p2)=,/2my, 0 = uz(p2),
0 0
and
Cn —Sy
—Sy Cn
ur(ps) = yJ2m, 0 and u|(ps) ~ [2m, 0 |
0 0

where ¢, = cos(7/2) and s;, = sin(n/2). The proton four-vector currents for the four
possible combinations of the initial- and final-state helicity states, again calculated
using (6.12)—(6.15), are

Jott = —Jply = 2mp [€,0,0,0] and gy = jpip = —2mp [5,,0,0,0].  (7.6)

Thus, in the limit where the proton recoil momentum is small, all four spin combi-
nations for the proton current contribute to the scattering process.
From the QED matrix element,
2
e . .
My = ;]e']py
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and the expressions for the electron and proton currents of (7.2)—(7.6), the spin-
averaged matrix element squared is

MG = 5 Zwﬂ
:}Lq—x4mp(E+me) c2+ s3] - [40 + k3% + 41 = 2)57]
4 e + 1
- mme§y+)[(1— Y+ 4], (7.7)
q

where in the last step, the electron energy was written as £ = y.m.. The above
expression can be simplified further by writing
_ Beye
Ve + 1
in which case, after some algebraic manipulation, (7.7) becomes

and (1-p5y2=1,

2m2e4

5 16m 5 6
M)y = —=—— |1 + B2y2 cos? (7.8)
q* 2
In the #-channel e"p — e p scattering process, the square of four-momentum
carried by the virtual photon is given by
= (p1 - p3)*.

For the elastic scattering process where the recoil of the proton can be neglected,
the energies and momenta of the initial- and final-state electrons are £y = E3 = E
and p; = p3 = p, and hence

g* = (0,p; — p3)* = —2p>(1 — cos 6) = —4p? sin*(6/2).

Substituting this expression for ¢ into (7.8) gives

2.2 4
mymze 0
UME]y = —2 |1+ g3y2cos® = |. (7.9)
T2 pAsin?(0/2) e¥e €% 3

Provided the proton recoil can be neglected, this matrix element is equally appli-
cable when the electron is either non-relativistic or relativistic.

7.2.1 Rutherford scattering

Rutherford scattering is the limit where the proton recoil can be neglected and
the electron is non-relativistic, S.ye < 1. In this case, the spin-averaged matrix
element squared of (7.9) reduces to

m2e*

2
20 M
(M) =

- 7.10
p*sin*(6/2) 710
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The laboratory frame differential cross section is obtained from the cross section
formula of (3.48),

doo 1 1

dQ  64n2 mp + Ey — Ej cos 6
In the Rutherford scattering limit, where the electron is non-relativistic, E1 ~ m, <
mp, and (7.11) therefore reduces to

2
) (UIMgl®. (7.11)

do 1 m2e*
dQ ~ 6an2 2<|Mfi|2>: 2 46' 4 '
64m-my; 647°p* sin”(6/2)
Equation (7.12) can be expressed in the more usual form by writing the kinetic

energy of the non-relativistic electron as Ex = p?/2m. and writing ¢? = 4na to
give

(7.12)

dO') 02
= - - (7.13)
(dQ Rutherford 16E%( sm4(0 /2)

The Rutherford scattering cross section of (7.13) is usually derived from first-order
perturbation theory by considering the scattering of a non-relativistic electron in the
static Coulomb potential of the proton, V(r) = a/r. Therefore, it can be concluded
that in the non-relativistic limit, only the interaction between the electric charges
of the electron and proton contribute to the scattering process; there is no signifi-
cant contribution from the magnetic (spin—spin) interaction. It should be noted that
the angular dependence of the Rutherford scattering cross section originates solely
from the 1/¢* propagator term.

7.2.2 Mott scattering

Mott scattering is the limit of electron—proton elastic scattering where the electron
is relativistic but the proton recoil still can be neglected. These conditions apply
when me < E < my,. In this case, the parameter « ~ 1 and two of the four possible
electron currents of (7.2)—(7.5) are zero. Writing E = y.m, and taking the limit
Beye > 1 for which E = p, the matrix element of (7.9) reduces to
SR LAY
WMab =~ swto < 7

which when substituted into (7.11) gives

d 2 0
(—0) = __cos?-. (7.14)

The Mott scattering cross section formula of (7.14) could have been derived by
considering the scattering of a relativistic electron in the Coulomb potential of a
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spin-less nucleus. Again it can be concluded that the contribution to the scattering
process from a purely magnetic spin—spin interaction is negligible.

7.3 Form factors
|

The Rutherford and Mott scattering formulae of (7.13) and (7.14) can be calcu-
lated from first-order perturbation theory for scattering in the Coulomb potential
from a point-like object. To account for the finite extent of the charge distribution
of the proton, this treatment must be modified by introducing a form factor. Qual-
itatively, the form factor accounts for the phase differences between contributions
to the scattered wave from different points of the charge distribution, as indicated
in Figure 7.3. If the wavelength of the virtual photon is much larger than the radius
of the proton, the contributions to the scattered wave from each point in the charge
distribution will be in phase and therefore add constructively. When the wavelength
is smaller than the radius of the proton, the phases of the scattered waves will have a
strong dependence on the position of the part of the charge distribution responsible
for the scattering. In this case, when integrated over the entire charge distribution,
the negative interference between the different contributions greatly reduces the
total amplitude.

The mathematical expression for the form factor (which is not a Lorentz-invariant
concept) can be derived in the context of first-order perturbation theory. Consider
the scattering of an electron in the static potential from an extended charge distri-
bution, as indicated in Figure 7.4. The charge density can be written as Q p(r’),

A cartoon indicating the origin of the form factor in elastic scattering.

The potential due to an extended charge distribution.
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where Q is the total charge and p(r’) is the charge distribution normalised to

unity
fp(r') dr=1.

The potential at a distance r from the origin, written in terms of this charge density
is simply

QP(I'/) d3 r/

V(r) =
() Al — 1|

(7.15)

In the Born approximation, where the wavefunctions of the initial-state and scat-
tered electrons are expressed as the plane waves, y; = ¢/®1T7ED and yy p = /PsT=ED,
the lowest-order matrix element for the scattering process is

My =@Vl = [ ePrvmers .

Writing q = (p; — p3) and using the potential of (7.15) leads to

qr 000 3,
.= q-r d /d
My ffe y— r'd’r

) f f pate-rgiar L0 3y, (7.16)

drjr — 1’|
By expressing the difference r — r’ as the vector R, the integral of (7.16) separates
into two parts

iqe Q /N iqer’ ’
Mfi = f@lqud3pr(r )e’qr d3r .

The integral over d°R is simply the equivalent expression for scattering from a
potential due to a point charge. Hence the matrix element can be written

My = M%F(qz),
where MEE is the equivalent matrix element for a point-like proton and the form
factor F(q?) is given by
F(q®) = f p(r)e'dT d’r.

Therefore, in order to account for the extended charge distribution of the proton,
the Mott scattering cross section of (7.14) has to be modified to

do a? 2(9) 22
— — —— COS = F . 717
(dﬂ)Mm B o) F) 74D

The form factor F(q?) is the three-dimensional Fourier transform of the charge
distribution. If the wavelength of the virtual photon is large compared to the size of
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p(r) point-like exponential Gaussian uniform Fermi
k \ sphere function
r

IF(q?)| flat “dipole” Gaussian “sinc-like”
> \ \/\_ \ |q2|
Dirac fermion proton 6Li nucleus 40Ca nucleus

Possible three-dimensional charge distributions and the corresponding form factors plotted as a
function of g.

the charge distribution then q - r ~ 0 over the entire volume integral. In this case,
the scattering cross section is identical to that for a point-like object and therefore,
regardless of the form of the charge distribution, F(0) = 1. In the limit where the
wavelength is very small compared with the size of the charge distribution, the
phases of the contributions from different regions of the charge distribution will
vary rapidly and will tend to cancel and F(q> — oo) = 0. Thus, for any finite
size charge distribution, the elastic scattering cross section will tend to zero at high
values of q?. The exact form of F(q?) depends on the charge distribution; some
common examples and the corresponding form factors are shown in Figure 7.5.
For a point-like particle, F(q?) = 1 for all q.

7.4 Relativistic electron—proton elastic scattering
|

In the above calculations of the Rutherford and Mott elastic scattering cross sec-
tions, it was assumed that the recoil of the proton could neglected. This a reasonable
approximation provided |q| < my. In this low-energy limit, it was inferred that the
contribution to the scattering process from the pure magnetic spin—spin interaction
is negligibly small. For electron—proton elastic scattering at higher energies, the
recoil of the proton cannot be neglected and the magnetic spin—spin interaction
becomes important.

For the general case, the four-momenta of the initial- and final-state particles,
defined in Figure 7.6, can be written as

p1 = (E1,0,0, Ey), (7.18)
p2 = (mp’o’ 0’ 0)9 (719)
p3 = (E3,0, E3sin6, E5 cos 6), (7.20)

Pa = (E4, py)- (7.21)



7.4 Relativistic electron—proton elastic scattering

v P3
P4

. . @ N2
p

%p

The kinematics of electron—proton scattering in the proton rest frame.

Here the energy of the scattered electron is no longer equal to that of the incident

electron. Assuming that the electron energy is sufficiently large that terms of O(m?)

can be neglected, and (initially) treating the proton as a point-like Dirac particle,

the matrix element for the elastic scattering process e”p — e p is given by (6.67)
4

8
ﬁ [(m -p2)(p3.p4) + (p1.p4)(p2.p3) — mf,(pl .p3)] . (7.22)

M) =
AIMil™) o

7.4.1 Scattering kinematics

In most electron—proton elastic scattering experiments, the final-state proton is not
observed. Consequently, the matrix element of (7.22) is most usefully expressed in
terms of the experimental observables, which are the energy and scattering angle
of the electron. To achieve this, the final-state proton four-momentum p4 can be
eliminated using energy and momentum conservation, ps = p + p> — p3. From the
definitions of the four-momenta in (7.18)—(7.20), the four-vector scalar products
in (7.22) which do not involve p4 are

p2-p3 = E3mp, pi1-p2= Elmp and p;-p3 = E1E3(1 —cosé).
The two terms involving p4, which can be rewritten using p4 = p; + p2 — p3, are
P3:Pa=p3-p1+ p3p2—p3-p3 = EE3(1 —cosb)+ Ezmy,
pP1°p4 =p1-p1+p1-p2—p1-p3 = Eymp — E1E3(1 — cos 0),

where the terms p1-p; = p3-p3 = m? have been been dropped. Hence, the matrix
element of (7.22), expressed in terms of the energy of the final-state electron E;3
and the scattering angle 6 is

8¢t
<|Mfl|2> = mmpE]E3 [(E] - E3)(1 — COS 0) + mp[(l + COos 6)]
8e* ., 0 , 0
= mZmp&Eg [(E] — E3)sin 3 + my COs 5] . (7.23)

The four-momentum squared of the virtual photon, ¢> = (p; — p3)?, also can be
expressed in terms of E3 and 6 using

q* = (p1 = p3)* = p} + p3 = 2p1-p3 ~ —2E 1 E5(1 — cos ), (7.24)
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where again the terms p;-p; = p3-p3 = mg have been neglected. Hence, to a good
approximation,

0
¢> = —4E, E3 sin’ 5 (7.25)

Because ¢ is always negative, it is more convenient to work in terms of Q2
defined by

9
Q% = —¢* = 4E|E; sin® 3 (7.26)

which is always positive.
The energy lost by the electron in the scattering process, E| — E3, can be ex-
pressed in terms of Q7 by first noting that

q-p2 = (p1 — p3)-p2 = mp(Ey — E3). (7.27)

A second equation for g- p, can be obtained by expressing g in terms of the proton
four-momenta, g = p4 — p, such that

pi=(q+p2)* =q* +2q-p>+ ps,

which, using p% = pi = mg, gives

q-p2 = —4*/2. (7.28)
Equating (7.27) and (7.28) enables (£ — E3) to be expressed as a function of Q2,
2 2
q 0
El—E3=—-——- ==, 7.29
e (7.29)

which (unsurprisingly) demonstrates that the electron always loses energy in the
scattering process. Using the relations of (7.25) and (7.29), the spin-averaged matrix
element squared of (7.23) can be expressed as
2 4 2
mse 0 0
<|Mfi|2> = ].3—4 {cos2 -+ Q—z sin® —} .

' E1E3sin"(6/2) 2 2m 2
The differential cross section again can be obtained the cross section formula of
(3.47), giving

2
do 1 E3
— & IMil).
dQ 64 \mpE,
Hence, the differential cross section for the scattering of relativistic electrons from
a proton that is initially at rest is
do a’? E3( ,0 Q% .6

co

-_— = — S —+ ——=SsIin" —|. 7.30
dQ  4EZsin*(6/2) E 2 ] (730
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Although (7.30) is expressed in terms of Q2, E3 and 6, it is important to realise
that there is only one independent variable; both Q” and E3 can be expressed in
terms of the scattering angle of the electron. This can be seen by firstly equating
(7.24) and (7.29) to give

—2mp(E1 - E3) = —2E1E3(1 — COS 9),

and hence

3 Eym,
B my + Ei(1 —cos6)

Es (7.31)

Substituting (7.31) back into (7.24) then gives an expression for Q? in terms of the

electron scattering angle

) _ 2mpEi(l - cos )
mp + E1(1 —cos6)’

(7.32)

Therefore, if the scattering angle of the electron is measured in the elastic scattering
process, the entire kinematics of the interaction are determined. In practice, mea-
suring the e"p — e p differential cross section boils down to counting the number
of electrons scattered in a particular direction for a known incident electron flux.
Furthermore, because the energy of an elastically scattered electron at a particular
angle must be equal to that given by (7.31), by measuring the energy and angle
of the scattered electron, it is possible to confirm that the interaction was indeed
elastic and that the unobserved proton remained intact.

In the limit of Q% < mg and E3 =~ Ej, the expression for the electron—proton
differential cross section of (7.30) reduces to that for Mott scattering, demonstrat-
ing that the Mott scattering cross section formula applies when me < E; < m,,.
Equation (7.30) differs from the Mott scattering formula by the additional factor
E5/E,, which accounts for the energy lost by electron due the proton recoil, and
by the new term proportional to sin*(6/2), which can be identified as being due to
a purely magnetic spin—spin interaction.

7.5 The Rosenbluth formula

Equation (7.30) is the differential cross section for elastic e"p — e p scattering
assuming a point-like spin-half proton. The finite size of the proton is accounted
for by introducing two form factors, one related to the charge distribution of the
proton, Ge(0?), and the other related to the magnetic moment distribution within
the proton, Gy (0?). Tt can be shown that the most general Lorenz-invariant form
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for electron—proton scattering via the exchange of a single photon, known as the
Rosenbluth formula, is

do a? E; (G2 +7G3, , 0 > .20
— = — —+2 in” — 7.
a0 4E% n*@/2) E: ( 1+0 cos > + 27 Gy, sin Ak (7.33)
where 7 is given by
2
T:f%, (7.34)
mp

In the Lorentz-invariant Rosenbluth formula, the form factors Gg(Q?) and G 4(Q?)
are functions of the four-momentum squared of the virtual photon. Unlike the form
factor F(q?) introduced previously, which was a function of the three-momentum
squared, the form factors Ge(0%) and Gy(Q?%) cannot be interpreted simply as the
Fourier transforms of the charge and magnetic moment distributions of the proton.
However, the relation between Gz(Q?) and G(Q?) and the corresponding Fourier
transforms can be obtained by writing

0’ =-¢* =q* - (E| - E3)°,
which from (7.29) gives
2 g 2
1+ = |=q".
Q ( 4m§) 4

Therefore, in the limit where 0% < 4m§, the time-like component of 0? is rela-
tively small and Q? ~ g>. Thus, in this low-Q? limit, the form factors Gg(Q?) and
G u(Q?) approximate to functions of ¢ alone and can be interpreted as the Fourier
transforms of the charge and magnetic moment distributions of the proton

Ge(Q%) ~ Ge(q®) = f e p(r)d’r,

Gu(0%) = Gu(q®) = f T u(r)dr .

There is one further complication. The form of the Rosenbluth equation follows
from (7.30), which was obtained from the QED calculation where the proton was
treated as a point-like Dirac particle. But the magnetic moment of a point-like Dirac
particle (see Appendix B.1) is related to its spin by

p=1s,
m

whereas the experimentally measured value of the anomalous magnetic moment of
the proton (discussed further in Chapter 9) is

p=279"58.
ny
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For consistency with this experimental observation, the magnetic moment distribu-
tion has to be normalised to +2.79 rather than unity, and therefore

Ge(0) = f p(r)d’r = 1

Gu(0) = f u(r)dr = +2.79.
It is worth noting that, even taken in isolation, the observation of the anomalous
magnetic moment of the proton already provides evidence that the proton is not a

point-like particle.

7.51 Measuring G¢(@%) and Gy(Q%)

The e"p — e p differential cross section is a function of both the charge and
magnetic moment distributions of the proton. Whilst it is tempting to assume that
magnetic moment distribution follows that of the charge distribution, Gu(Q? =
2.79 GE(Q?), there is no a priori justification for making this assumption. Fortu-
nately Gy(Q?) and Gg(Q?) can be determined separately from experiment. This
can be seen by writing the Rosenbluth formula of (7.33) as

do (G +1Gy, s, 0) (do
— | M 5 ~|. = .
o) ( 1+ 0 + 217G, tan > (dQ)O’ (7.35)
where
do a? (E3) , 0
— | = ———F——|—=|cos" =, 7.36
(dﬂ)o 4E?sin*(0/2) \ E1 2 (730

is the Mott cross section, modified to account for the proton recoil. At low @2,
where 7 <« 1, the electric form factor dominates and (7.35) is approximately

do [(do

— =] =G

dQ / ( dQ)O E
In this limit, G% is equivalent to the form factor |F(q)|> described previously. At
high Q?, where 7 > 1, the purely magnetic spin—spin term dominates and (7.35)

approximates to
do |(do 0
— == =~[1+2rt 2—)G2.
dQ/(dQ)O ( Ey

In general, the 0? dependence of Gu(Q?) and Gg(Q?) can be inferred from
e p — e p elastic scattering experiments by varying the electron beam energy.
For each beam energy, the differential cross section is measured at the angle cor-
responding to a particular value of Q?, given by (7.32). For example, Figure 7.7a
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Low energy e"p — e p elastic scattering data. Data from Hughes et al. (1965).

shows the measured e”p — e p differential cross sections for six different scatter-
ing angles and a range of beam energies. The five data points that are highlighted
all correspond to e"p — e p elastic scattering at Q> = 0.292 GeV?. In this way,
the cross section can be measured at fixed Q2 but over a range of scattering angles.
Figure 7.7b shows, for the five data points with Q2 = 0.292 GeV?, the measured
cross sections normalised to the expected Mott cross section of (7.36), plotted as
a function of tan?(6/2). The observed linear dependence on tan’(6/2) is expected
from (7.35), where it can be seen that the gradient and intercept with the y-axis are

given respectively by

[Ge@] + 7 [Gu(@d]
(1+17) '

m=27 [Gu(@)] and c=

Hence, the data shown in Figure 7.7b can be used to extract measurements of both
GE(Q%) and Gy(Q?) at Q% = 0.292GeV? (see Problem 7.6). A similar analysis
can be applied to cross section measurements corresponding to different values
of Q?, providing an experimental determination of the electric and magnetic form
factors of the proton over a range of Q? values, as shown in Figure 7.8a. The fact
that the measured form factors decrease with Q2 provides a concrete experimental
demonstration that the proton has finite size. The shape of G(Q?) closely follows
that of Gg(Q?), showing that the charge and magnetic moment distributions within
the proton are consistent. Furthermore, the measured values extrapolated to Q> = 0
are in agreement with the expectations of Gg(0) = 1 and Gp(0) = 2.79. Finally,
Figure 7.8b shows measurements of G(Q?) at Q% values up to 32 GeV?. For these
data recorded at higher values of Q2, the contribution from Gg(Q?) is strongly

suppressed and only G ,(Q?%) can be measured.
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F (b)
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(a) Measurements of G¢(@?) and Gy (@?) frome"p — e p elastic scattering data at low (%, adapted from
Hughes et al. (1965) and references therein. (b) Measurements of Gy (Q?) at higher ¢%, data from Walker ef al.
(1994) (solid circles) and Sill et al. (1993) (open circles). The curves correspond to the dipole function described
in the text.

The data shown in Figures 7.8a and 7.8b are reasonably well parameterised by
the empirically determined “dipole function”
1
(1+02%/0.71 GeV?2)?

Gu(0%) =2.79GE(0*) ~ 2.79 (7.37)

By taking the Fourier transform of the dipole function for G£(Q?), which provides
a good description of the low Q? data where Q% ~ q?, the charge distribution of
the proton is determined to be

r/a

p(r) = poe %,

with a = 0.24 fm. This experimentally determined value for a corresponds to a
proton root-mean-square charge radius of 0.8 fm.

7.5.2 Elastic scattering at high @2

At high Q?, the electron—proton elastic scattering cross section of (7.35) reduces to

(do-) o> Es [ L, ., }
10 ~ 1 = 3Gy sin” S|
dQ/ agic 4E12 sin*(6/2) E1 [ 2mg 2

From (7.37) it can be seen that in the high—Q2 limit, G/(Q?%) o« Q~* and therefore

( do ) 1 ( do )
- o — | — .
dQ elastic Q6 dQ Mott
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Consequently, due to the finite size of the proton, the elastic scattering process
becomes increasingly unlikely for interactions where the virtual photon has large
Q. If the inelastic scattering process, where the proton breaks up, also involved
a coherent interaction of the virtual photon with the charge and magnetic moment
distribution of the proton as a whole, a similar high-Q? suppression of the cross
section would be expected. In practice, no such suppression of the inelastic e™p
cross section is observed. This implies that the interaction takes place with the
constituent parts of the proton rather than the proton as a whole. This process of
high-energy deep inelastic scattering is the main topic of next chapter.

Summary
|

In this chapter, the process of e"p — e p elastic scattering has been described in
some detail. In general, the differential elastic scattering cross section is given by
the Rosenbluth formula

dQ ~ 4E2sin*(6/2) E1

do a’? E; G%+TG12W
1+17) 2

60 60
cos® — + 27 G2, sin’ 5] ,

where the form factors Gg(Q?%) and Gy (Q?) describe the charge and magnetic
moment distributions of the proton. The techniques used to measure the form fac-
tors were described in some detail. It is important that you understand the concepts;
they will be used again in the following chapter.

Because of the finite size of the proton, both G£(Q?) and G ;(Q?) become small
at high Q% and the elastic scattering cross section falls rapidly with increasing
Q2. Consequently, high-energy electron—proton scattering is dominated by inelas-
tic processes where the virtual photon interacts with the quarks inside the proton,
rather than the proton as a coherent whole.

Problems
|

(B 72 The derivation of (7.8) used the algebraic relation

(y + D' - ) =4,

where

_ By N
K= and (1-p4) =1.

Show that this holds.
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Problems

D 15
> 16

D 17
(© 78

By considering momentum and energy conservation in e~ p elastic scattering from a proton at rest, find an
expression for the fractional energy loss of the scattered electron (£, — £3)/F; in terms of the scattering angle
and the parameter

__P _ By

CEHE+me y+1°

In an e~ p scattering experiment, the incident electron has energy £; = 529.5 MeV and the scattered electrons
are detected at an angle of @ = 75° relative to the incoming beam.

(a) At this angle, almost all of the scattered electrons are measured to have an energy of £5 ~ 373 MeV.
What can be concluded from this observation?
(b) Find the corresponding value of ¢%.

For a spherically symmetric charge distribution p(r), where

f p(ndr=1,

Hﬁ=%frWWMM
0

show that the form factor can be expressed as

1
2‘]__2R2 +oee,
(R

where (R?) is the mean square charge radius. Hence show that

dF(q?) ]
dq2 q270 -

Ry = -6 [
Using the answer to the previous question and the data in Figure 7.8a, estimate the root-mean-squared charge
radius of the proton.

From the slope and intercept of the right plot of Figure 7.7, obtain values for Gy(0.292 GeV?) and
G£(0.292 Ge\?).

Use the data of Figure 7.7 to estimate Gg(@) at ¢ = 0.500 GeV?.

The experimental data of Figure 7.8 can be described by the form factor

6(0)
6@ = —"—,
@ (1+ @/

with Qg = 0.71GeV. Taking @ ~ q?, show that this implies that proton has an exponential charge distri-
bution of the form

p(r) = poe™,

and find the value of a.
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4 This chapter describes high-energy electron—proton inelastic scattering where
the proton breaks up in the interaction. The inelastic scattering process is first
discussed in terms of a general Lorentz-invariant extension of the ideas intro-
duced in the previous chapter, with form factors replaced by structure func-
tions. Deep inelastic scattering is then described by the QED interaction of
a virtual photon with the constituent quarks inside the proton. The experi-
mental data are then interpreted in the quark—parton model and the measured
structure functions are related to parton distribution functions that describe the
momentum distributions of the quarks. From the experimental measurements,
the proton is found to be a complex dynamical system comprised of quarks,

9 gluons and antiquarks.

8.1 Electron—proton inelastic scattering
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Because of the finite size of the proton, the cross section for electron—proton elastic
scattering decreases rapidly with energy. Consequently, high-energy e p interac-
tions are dominated by inelastic scattering processes where the proton breaks up.
For e"p — e X inelastic scattering, shown in Figure 8.1, the hadronic final state
resulting from the break-up of the proton usually consists of many particles. The
invariant mass of this hadronic system, denoted W, depends on the four-momentum
of the virtual photon, W? = pﬁ = (p» + ¢)?, and therefore can take a range of val-
ues. Compared to the elastic scattering process, where the invariant mass of the
final state is always the mass of the proton, this additional degree of freedom in
the inelastic scattering process means that the event kinematics must be specified
by two quantities. Whereas e"p — e p elastic scattering was described in terms
of the electron scattering angle alone, the two kinematic variables used to describe
inelastic scattering are usually chosen from the Lorentz-invariant quantities W, x,
y,vand Qz, defined below.
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Electron—proton inelastic scattering.

8.1.1 Kinematic variables for inelastic scattering

As was the case for elastic scattering, Q7 is defined as the negative four-momentum
squared of the virtual photon,

0’ =-¢
When written in terms of the four-momenta of the initial- and final-state electrons,
Q2 =—(p1 — p3)2 = —2m§ +2p1-p3 = —2m§ + 2EE3 —2p1p3 cos 6.

In inelastic scattering, the energies are sufficiently high that the electron mass can
be neglected and therefore, to a very good approximation

6
Q? ~ 2E Ex(1 — cos 0) = 4E, E5 sin’ >

implying that Q7 is always positive.

Bjorken x

The Lorentz-invariant dimensionless quantity

Q2
2p2-q’°

x (8.1)
will turn out to be an important kinematic variable in the discussion of the quark
model of deep inelastic scattering. The range of possible values of x can be found
by writing the four-momentum of the hadronic system in terms of that of the virtual
photon

W2=p2=(q+p)’=q +2pr-q+ps
mg = 2P2"],
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and therefore, from the definition of (8.1),

Q2

X=——. (8.2)
2
0%+ W2 - g

Because there are three valence quarks in the proton, and quarks and antiquarks
can be produced together only in pairs, the hadronic final state in an e”p inelastic
scattering process must include at least one baryon (qqq). Consequently, the invari-
ant mass of the final-state hadronic system is always greater than the mass of the
proton (which is the lightest baryon), thus

Because Q% > 0 and W? > my, the relation of (8.2) implies that x is always in the
range

0<x<1.

The value of x expresses the “elasticity” of the scattering process. The extreme case
of x = 1 is equivalent to W? = m2, and therefore corresponds to elastic scattering.

p’
yand v
A second dimensionless Lorentz-invariant quantity, the inelasticity y, is defined as

p2-q
P2°P1

In the frame where the proton is at rest, pp = (mp,0,0,0), the momenta of the
initial-state e, the final-state e and the virtual photon can be written

p1 = (E1,0,0,E1), p3 = (E3,E3sin6,0,E3cos6) and g = (E1 — E3,p; — P3),

and therefore

SR DN} (8.3)
mpE 1 E 1
Hence y can be identified as the fractional energy lost by the electron in the scat-
tering process in the frame where the proton is initially at rest. In this frame, the
energy of the final-state hadronic system is always greater than the energy of the
initial-state proton, E4 > my,, which implies the electron must lose energy. Conse-
quently, y is constrained to be in the range

0<y<l.
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Sometimes it is more convenient to work in terms of energies, rather than the
fractional energy loss described by y. In this case the related quantity

_ DP2q
y= —,
mp

(8.4)

is often used. In the frame where the initial-state proton is at rest,
v=E| - Ej,

is simply the energy lost by the electron.

Relationships between kinematic variables

For a given centre-of-mass energy +/s, the kinematics of inelastic scattering are
fully defined by specifying two independent observables which are usually chosen
to be two of Lorentz-invariant quantities, Q%, x, y and v. Provided the chosen quan-
tities are independent, the other two quantities then can be determined through the
relations that follow from the definitions,

2 . .
2= P 0 P24 pa v=P29 (8.5)

» Yy
2p2-q P2°P1 mp

For example, it immediately can be seen that x is related to Q% and v by

2
X = 0 . (8.6)
2mpv
Furthermore, for a fixed centre-of-mass energy,
s =(p1+p2)” = pi +p; +2pi-p2 = 2p1-pa +my + mg.
Since m2 < mg, to a good approximation
2p1-py = s —m,
and then from the definitions of (8.5), it follows that y is proportional to v,
2my
Yy = 5 |- (8.7)
s —mg
Finally from (8.6) and (8.7), it can be seen that Q? is related to x and y by
0% =(s-— mg)xy. (8.8)

Hence, for a fixed centre-of-mass energy, the kinematics of inelastic scattering can
be described by any two of the Lorentz-invariant quantities x, Q2, y and v, with the
exception of y and v, which are not independent.
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8.12 Inelastic scattering at low @*

For electron—proton scattering at relatively low electron energies, both elastic and
inelastic scattering processes can occur. For example, Figure 8.2 shows the observed
energy distribution of electrons scattered through an angle of 6§ = 10° at a fixed-
target experiment at DESY, where electrons of energy E; = 4.879 GeV were fired
at a liquid hydrogen target (essentially protons at rest). Because two independent
variables are required to define the kinematics of inelastic scattering, the corre-
sponding double-differential cross section is expressed in terms of two variables,
in this case d*c/dQ dE3.

Since the kinematics of an individual interaction are fully specified by two inde-
pendent variables, in this case the angle and energy of the scattered electron, 6
and E3, the invariant mass W of the unobserved final-state hadronic system can be
determined on an event-by-event basis using

W2 = (p2+q)° = p3+2p2:qg+q° =m} +2py-(p1 = p3) + (p1 — p3)°
~ |m3 + 2mpEr | = 2|my + Er(1 = cos 6)| Es. (8.9)

Hence, for electrons detected at a fixed scattering angle, the invariant mass W of
the hadronic system is linearly related to the energy E3 of the scattered electron.
Consequently the energy distribution of Figure 8.2 can be interpreted in terms of
W. The large peak at final-state electron energies of approximately 4.5 GeV cor-
responds to W = my,, and these electrons can be identified as coming from elastic
scattering. The peak at E3 ~ 4.2 GeV corresponds to resonant production of a sin-
gle A* baryon with mass W = 1.232 GeV (see Chapter 9). The two smaller peaks
at E3 ~ 3.85GeV and E; ~ 3.55GeV correspond to resonant production of other

1500 | _ Jﬁl{
E=4.879 GeV g

E oo %M ‘f}}% % i

g ool g

9 i LA TOE

EL“ [ﬂﬁifhhﬁiwmw Rﬂw Wiﬂﬁ 1{

Ol s00f | Yo

© % Elastic scattering ﬁmwﬁf
(divided by 15)

1 1 1 1
28 30 32 34 36 3.8 40 42 44 4.
E; [GeV]
L 1 1 1 1 ]

2.0 1.8 16 14 12 1.0
W [GeV]

The energy of the scattered electron in low-energy electron—proton scattering and the corresponding
invariant mass W of the final state hadronic system. From Bartel et al. (1968).
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Low-Q? measurements of the electron—proton inelastic scattering cross section scaled to the Mott cross
section. Also shown is the expected dependence for elastic scattering. Adapted from Breidenbach et al.
(1969).

baryon states. These resonances are essentially excited bound states of the proton
(uud), which subsequently decay strongly, for example A* — pri®. The full-width-
at-half-maximum (FWHM) of a resonance as a function of W is equal to the total
decay rate I', which in turn is related to the lifetime of the resonant stateby I' = 1/7.
The continuum at higher W is the start of the deep inelastic region where the proton
is broken up in the collision, resulting in multi-particle final states.

Figure 8.3 shows measurements of the e"p — e~ X differential cross section
scaled to the Mott scattering cross section of (7.36). The data are plotted as function
of Q? for three different values of W. The expected ratio for elastic scattering,
assuming the dipole form for Gg(Q?) and G/(Q?) is shown for comparison. The
inelastic cross sections are observed to depend only weakly on Q, in contrast to
rapidly falling elastic scattering cross section. In the deep inelastic region (higher
values of W), the near Q” independence of the cross section implies a constant
form factor, from which it can be concluded that deep inelastic scattering occurs
from point-like (or at least very small) entities within the proton.

8.2 Deep inelastic scattering
|

The most general Lorentz-invariant form of the e"p — e™p elastic scattering cross
section from the exchange of a single photon is given by the Rosenbluth formula
of (7.33),
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dQ ~ 4E2sin*(0/2) E1

do a? Ey (GL+7GY, .0 5 .50
( a+0 cos §+27GMsm 5

This can be expressed in an explicitly Lorentz-invariant form using the definitions
of 0% and y (see Problem 8.2):

G2 + 1G> miy*) 1
£ M1 - Y- L —yzG%,[ .
1+1) 0r |72

do B dra?

o2 o4

The Q2 dependence of the form factors Gg(0% and Gp(Q%) and T = Q?/ 4m,, can
be absorbed into two new functions, here written as f;(Q%) and f>(Q?), such that

d 4ra? miy? 1
d—gz = % [(1 V- )fz<Q2> + §y2f1<Q2>l : (8.10)

Although y appears in this formula, it should be remembered that for elastic scat-
tering x = 1 and therefore y is a function of Q? alone. In this form, f;(Q?) is asso-
ciated with the purely magnetic interaction and f>(Q?) has electric and magnetic
contributions.

8.2.1 Structure functions

Equation (8.10) can be generalised to the inelastic scattering process, where the
differential cross section has to be expressed in terms of two independent kine-
matic quantities. It can be shown that the most general (parity conserving) Lorentz-
invariant expression for the cross section for ep — eX inelastic scattering, mediated
by the exchange of a single virtual photon, is

) 5 2,2 2

dxdQ? ~ Q* 02

Here the functions fl(Qz) and fz(Qz) of (8.10) have been replaced by the two
structure functions, Fi(x, 0?) and F,(x, Q%), where F;(x, Q%) can be identified as
being purely magnetic in origin. Because the structure functions depend on both Q2
and x, they cannot be interpreted as the Fourier transforms of the proton charge and
magnetic moment distributions; as we will see shortly they represent something
more fundamental.

For deep inelastic scattering, where Q2 > mgyz, Equation (8.11) reduces to

do 4ra? (1- )Fz(x, 0%
Y X

dxdQ? = 0 +y’Fi(x, Q). (8.12)
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In fixed-target electron—proton deep inelastic scattering experiments, the Lorentz-
invariant kinematic variables Q?, x and y can be obtained on an event-by-event
basis from the observed energy and scattering angle of the electron, E3 and 6,

0 Ej

and y=1-—

Q2=4E1E3 sin® Q, X R
E;

2 ~ 2my(E) - E3)
where E) is the incident electron energy. The double-differential cross section
is measured by counting the numbers of events in the range x — x + Ax and
0> — 0% + AQ?. The double-differential cross section at a particular value of x
and Q7 can be determined for a range of y values, obtained by varying the incident
electron energy (see Problem 8.3). The y-dependence of the measured cross sec-
tions is then used to disentangle the contributions from F(x, 0?%) and F»(x, 0%), in
much the same way as for the determination of Ge(0?) and G (0Q?) as described
in Section 7.5.1.

Bjorken scaling and the Callan—Gross relation

The first systematic studies of structure functions in inelastic electron—proton scat-
tering were obtained in a series of experiments at the Stanford Linear Accelerator
Center (SLAC) in California. Electrons of energies between 5 GeV and 20 GeV
were fired at a liquid hydrogen target. The scattering angle of the electron was
measured using a large movable spectrometer, in which the energy of the detected
final-state electrons could be selected by using a magnetic field. The differential
cross sections, measured over a range of incident electron energies, were used to
determine the structure functions. The experimental data revealed two striking fea-
tures, shown in Figure 8.4. The first observation, known as Bjorken scaling, was
that both F;(x, Q%) and F»(x, Q%) are (almost) independent of 02, allowing the
structure functions to be written as

Fi(x,0%) — Fi(x) and Fa(x, Q%) = Fa(x).

The lack of Q? dependence of the structure functions is strongly suggestive of
scattering from point-like constituents within the proton.

The second observation was that in the deep inelastic scattering regime, Q2
greater than a few GeV?, the structure functions F;(x) and F»(x) are not inde-
pendent, but satisfy the Callan—Gross relation

Fr(x) = 2xF1(x).

This observation can be explained by assuming that the underlying process in
electron—proton inelastic scattering is the elastic scattering of electrons from point-
like spin-half constituent particles within the proton, namely the quarks. In this case
the electric and magnetic contributions to the scattering process are related by the
fixed magnetic moment of a Dirac particle.
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Early structure function measurements from fixed-target electron—proton inelastic scattering at SLAC. Left:
measurements of F,(x, Q%) showing Bjorken scaling. Right: measurements of 2xF; /F, showing the Callan—
Gross relation. Adapted from Friedman and Kendall (1972) and Bodek et al. (1979).

8.3 Electron—quark scattering
|

In the quark model, the underlying interaction in deep inelastic scattering is the
QED process of e”q — e™q elastic scattering and the deep inelastic scattering cross
sections are related to the cross section for this quark-level process. The matrix
element for e"q — e~ q scattering is obtained from the QED Feynman rules for the
Feynman diagram of Figure 8.5. The electron and quark currents are

u(p3)liey*lu(pr) and u(ps)[-iQqey”lu(p2),

and the photon propagator is given by —igw,/q2 where ¢> = p; — ps3. Hence the
matrix element can be written

2
Myi = Q;: [u(p3)y*u(p)] guv [u(pa)y u(p2)] . (8.13)

The spin-averaged matrix element squared can be obtained from the helicity ampli-
tudes (see Problem 6.7), or using the trace approach as described in Section 6.5.5.
In either case, in the limit where the electron and quark masses can be neglected,
the spin-averaged matrix element squared is given by (6.68),

2 2 2 2
(M) = 202¢* (—s ;” ): 2026+ 212 2)125’2”’ 2 (8.14)

where as usual, s = p; + p2,t = p; — ps and u = p| — pa.



187

8.3 Electron—quark scattering

P4 P3

v
=<

P2 v Pa

q q q

Electron—quark scattering in the centre-of-mass frame and the corresponding lowest-order Feynman
diagram.

Here it is convenient to work in the centre-of-mass frame and to express the
Lorentz-invariant matrix element of (8.14) in terms of the electron scattering angle,
6*, as shown in Figure 8.5. Writing the energy of the electron in the centre-of-
mass frame as E = +/s/2, and neglecting the electron and quark masses, the four-
momenta of the initial- and final-state particles are given by

p1 =(E,0,0,+E), p3=(E,+Esind",0,+E cos@"),
p2 =(E,0,0,—E), p4=(E,—Esing",0,—E cosf").

The four-vector scalar products appearing in (8.14) are
p1-pr=2E%  pi-ps=E*(1—cos6) and p;-ps = E*(1 + cos6").

Hence the spin-averaged matrix element squared for the QED process e"q — e q
is
JA4E* + EX(1 + cos 6%)2

E*(1 — cos 6*)?

(MY = 2Qze

The differential cross section is obtained by substituting this expression for (| M filz)
into the cross section formula of (3.50), giving

dor  Q2¢*[1+5(1+cos6)]

= 8.15
dQ*  8n%s (1 —cos6*)? ®.15)
The angular dependence in the numerator of (8.15),
1+ (1 +cos), (8.16)

reflects the chiral structure of the QED interaction. From the arguments of
Section 6.4.2, helicity is conserved in the ultra-relativistic limit of the QED inter-
action. Therefore, the only non-zero matrix elements originate from spin states
where the helicities of the electron and the quark are unchanged in the interaction,
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-1 cos +1 -1 cosf  +1 -1 cosf +1 -1 cosf +1
The four helicity combinations contributing to the process e"q — e~q in the limit where £ > m. The
firsttwo, RR — RRand LL — LL, occur in a total spin state with S, = 0. The second two, RL — RL and
LR — LR, take placein §, = +1states.

as shown in Figure 8.6. The RR — RR and LL — LL scattering processes occur
in a §,; = 0 state, where there is no component of the angular momentum in the
z-direction. Consequently, there is no preferred polar angle, accounting for the con-
stant term in (8.16). The RL — RL and LR — LR scattering processes occur in
S, = =1 states and hence (see Section 6.3) result in an angular dependence of

}f(l + cos 0%)?,

explaining the second term in (8.16). The denominator in the expression for the
differential cross section of (8.15) arises from the 1/¢> propagator term with

q2 =f= (p] — p3)2 ~ —E2(1 — COS 6*)

When ¢> — 0, in which case the scattering angle 8 — 0, the differential cross
section tends to infinity. This should not be a surprise. It is analogous to the scat-
tering of a particle in a 1/r potential in classical dynamics; regardless of the impact
parameter, there is always a finite deflection (however small). The presence of the
propagator term implies that in the QED elastic scattering process, the electron is
predominantly scattered in the forward direction.

Lorentz-invariant form

Equation (8.15) gives the e"q — e™q differential cross section in terms of the
centre-of-mass scattering angle 6*. This can be expressed in a Lorentz-invariant
form by writing cos 6 in terms of s and ¢ and changing variables using

do do

dg? Ao

dQ*
dq?
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Alternatively, the spin-averaged matrix element squared of (8.14) can be substi-
tuted directly into the Lorentz-invariant form for the differential cross section of
(3.37) with 1 = ¢?, giving

do 1 Q2€4 s2+u?
= —— (M) = — *2( ) (8.17)

dg? 64nsp 32nrsp 2
Since p; = V/s/2 and t = g%, Equation (8.17) can be written as

dr Qe (s2+u2) gt [1 +(u)2}

d2 ~ 8ng*\ 2 ) Sng s

(8.18)

Finally, this equation can be expressed in terms of ¢> and s alone by recalling that
the sum of the Mandelstam variables s + ¢ + u is equal to the sum of the masses of
the initial- and final-state particles. Therefore, in the high-energy limit where the
electron and quark masses can neglected,

Ux—s—t=-s-q°,

and the differential cross section for the e"q — e™q elastic scattering process of
(8.18), expressed in terms of s and ¢> alone, is
d 27T(12Q2 2\2
- ( q). (8.19)

== +1+—
dq? q* s

8.4 The quark—parton model

Before quarks and gluons were generally accepted, Feynman proposed that the
proton was made up of point-like constituents, termed partons. In the quark—parton
model, the basic interaction in deep inelastic electron—proton scattering is elastic
scattering from a spin-half quark within the proton, as shown in Figure 8.7. In this
process, the quark is treated as a free particle; this assumption will be justified in
Chapter 10. The quark—parton model for deep inelastic scattering is formulated
in a frame where the proton has very high energy, E > m,, referred to as the
infinite momentum frame. In the infinite momentum frame the mass of the proton
can be neglected, such that its four-momentum can be written p, = (E3,0,0, E3).
Furthermore, in this frame any component of the momentum of the struck quark
transverse to the direction of motion of the proton also can be neglected. Hence,
in the infinite momentum frame, the four-momentum of the struck quark can be
written

Pq = €p2 = (€E2,0,0,€E>),
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Electron—quark scattering in the centre-of-mass frame and the corresponding lowest-order Feynman
diagram.

(Exp) e

P2 Epo+q
(Es, Epy) ’

The quark—parton model description of inelastic scattering in terms of the QED interaction between a virtual
photon and a quark with the fraction & of the momentum of the proton.

where £ is the fraction of momentum of proton carried by the quark, as indicated
by Figure 8.8.

The four-momentum of the quark after the interaction with the virtual photon is
simply £p, + ¢. Since the four-momentum squared of the final-state quark is just
the square of its mass,

Epr+ ) =Eps+2prg+q° =m. (8.20)

However, £p; is the just four-momentum of the quark before the interaction and
therefore &2 p% = mczl. Thus, (8.20) implies that g> + 2¢p>-g = 0 and the momentum
fraction £ can be identified as

&= -7 - o’
2p2:q  2p2-q

X.

Hence, in the quark—parton model, Bjorken x can be identified as the fraction of
the momentum of the proton carried by the struck quark (in a frame where the
proton has energy E > m,). Therefore, the measurements of the x-dependence of
the structure functions can be related to the momentum distribution of the quarks
within the proton.

The kinematic variables for the underlying electron—quark scattering process
can be related to those for the electron—proton collision. Neglecting the electron
and proton mass terms, the centre-of-mass energy of the e™p initial state is



191

8.4 The quark—parton model

s =(p1+ p2)* = 2p1-pa.

Because the four-momentum of the struck quark is pq = xp», the centre-of-mass
energy of the initial-state e~q system is

sq = (p1 + xp2)* ~ 2xpy-ps = xs.

The kinematic variables x and y, defined in terms of the four-momentum of the
proton, are

. 2
y= P29 and x= .
P2p1 2p2-q
Similarly, for the electron—quark system,
_ Paq _ xp2q _
Yq = = =
Pq'P1 Xp2°Pi

Finally, because the underlying electron—quark interaction is an elastic scattering
process, xq = 1. Hence, the kinematic variables for the e™q interaction are related
to those defined in terms of the e™p interaction by

Sq=xs, Yg=y and xq=1,

where s, x and y are defined in terms of the electron and proton four-momenta.
The cross section for e”q — e~q scattering, given by (8.19), can now be written

d 27TCVZQ2 212
d—i: - 1+(1+q—) , (8.21)
q q Sq

where s is the electron—quark centre-of-mass energy squared. From (8.8), the four-
momentum squared of the virtual photon ¢> can be expressed as

g =-0% = ~(sq — m})xqyq,

which in the limit where the quark mass is neglected gives

2
— = —XgYq = Y.
aYq
Sq
Hence, the differential cross section of (8.21) can be written

do 27m2QZ

2
7 [1+a-p7].
Finally, using ¢> = —Q? and rearranging the terms in the brackets leads to
do 47T0’2Qé y?
—=— |- =1, 8.22
o [( v+ (8.22)
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which resembles the form of the deep inelastic scattering cross section expressed
in terms of the structure functions, as given by (8.12). Equation (8.22) gives the
differential cross section for e~q elastic scattering where the quark carries a fraction
x of the momentum of the proton. Although x does not appear explicitly in this
equation, the x dependence is implicit through (8.8) whereby

Q2

- (s — mg)x'

8.4.1 Parton distribution functions

The quarks inside the proton will interact with each other through the exchange of
gluons. The dynamics of this interacting system will result in a distribution of quark
momenta within the proton. These distributions are expressed in terms of Parton
Distribution Functions (PDFs). For example, the up-quark PDF for the proton uP(x)
is defined such that

uP(x) Ox,

represents the number of up-quarks within the proton with momentum fraction
between x and x + dx. Similarly dP(x) is the corresponding PDF for the down-
quarks. In practice, the functional forms of the PDFs depend on the detailed
dynamics of the proton; they are not a priori known and have to be obtained from
experiment. Figure 8.9 shows a few possible forms of the PDFs that correspond to:
(i) the proton consists of a single point-like particle which carries all of the momen-
tum of the proton, in this case the PDF is a Dirac delta-function at x = 1; (ii) the
proton consists of three static quarks each of which carries 1/3 of the momentum
of the proton, in this case the PDF has the form of a delta-function at x = 1/3
with a normalisation of three; (iii) the three quarks interact with each other and the
delta-function at x = 1/3 is smeared out as the quarks exchange momentum; and
(iv) higher-order processes, such as virtual quark pairs being produced from gluons

() (ii) (iii) (iv)

qP(x) qP(x) qP(%)

Four possible forms of the quark PDFs within a proton: (i) a single point-like particle; (ii) three static quarks
each sharing 1/3 of the momentum of the proton; (iii) three interacting quarks which can exchange momen-
tum; and (iv) interacting quarks including higher-order diagrams. After Halzen and Martin (1984).
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inside the proton, tend to result in an enhancement of the PDFs at low x, reflecting
the 1/4? nature of the gluon propagator.

The electron—proton deep inelastic scattering cross section can be obtained from
the definition of the parton distribution functions and the expression for the differ-
ential cross section for underlying electron—quark elastic scattering process given
in (8.22). The cross section for elastic scattering from a particular flavour of quark
i with charge Q; and momentum fraction in the range x — x + dx, is

d’o B 4ma?

g2~ 0*
where q?(x) is the PDF for that flavour of quark. The double-differential cross
section is obtained by dividing by x and summing over all quark flavours

2
[(1 —y+ % X Q2¢P(x)ox,

d2oeP 47

—dde2 o [(l—y)+—

Z 074} (). (8.23)

This is the parton model prediction for the electron—proton deep inelastic scattering
cross section. Comparison with (8.12), which is the general expression for the deep
inelastic scattering cross section in terms of the structure functions,

d’o 47ra/ ep( Qz)
dxdQ? ~ (- )—
xdQ? ot

leads to the parton model predictions for F ?p(x, 0% and F ;p(x, 0%,

+y FP(x, Qz)l :

FSP(x, 0%) = 2xFP(x, 0%) = x ) 0P (x).

The parton model naturally predicts Bjorken scaling; because the underlying pro-
cess is elastic scattering from point-like quarks, no (strong) Q” dependence is
expected. Consequently, both F; and F, can be written as functions of x alone,
Fi(x,0%) — F(x) and F»(x, 0*) — F»(x). The parton model also predicts the
Callan—Gross relation, F(x) = 2xF(x). This is due to the underlying process
being elastic scattering from spin-half Dirac particles; the quark magnetic moment
is directly related to its charge and therefore the contributions from the electromag-
netic (F3) and the pure magnetic (F) structure functions are fixed with respect to
one another.

8.4.2 Determination of the parton distribution functions

The parton distribution functions reflect the underlying structure of the proton. At
present they cannot be calculated from first principles. This is because the theory
of QCD has a large coupling constant, &g ~ O(1), and perturbation theory cannot
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Production of virtual qq pairs within the proton.

be applied. The PDFs therefore have to be extracted from measurements of the
structure functions in deep inelastic scattering experiments and elsewhere.

For electron—proton deep inelastic scattering, the structure function F zp (x) is
related to the PDFs by

FP) =x ) 01qh(x). (8.24)

In the static model of the proton, it is formed from two up-quarks and a down-
quark, and it might be expected that only up- and down-quark PDFs would appear
in this sum. However, in reality the proton is a dynamic system where the strongly
interacting quarks are constantly exchanging virtual gluons that can fluctuate into
virtual qq pairs through processes such as that shown in Figure 8.10. Because glu-
ons with large momenta are suppressed by the 1/ gluon propagator, this sea of
virtual quarks and antiquarks tend to be produced at low values of x. Electron—
proton inelastic scattering therefore involves interactions with both quarks and
antiquarks. Furthermore, there will be contributions to the scattering process from
strange quarks through interactions with virtual ss pairs and even very small con-
tributions from off-mass shell heavier quarks. Here, for the sake of clarity, the rela-
tively small contribution from strange quarks is neglected and the sum in (8.24) is
restricted to the light flavours, giving the quark—parton model prediction

FP(x) = xZ 07¢"(x) ~ x(gup(x) + édp(x) + gﬁp(x) + %Zzp (x)) . (8.25)

where uP(x), dP(x), uP(x) and Ep(x) are respectively the up-, down-, anti-up and
anti-down parton distribution functions for the proton. A similar expression can be
written down for the structure functions for electron—neutron scattering,

4 1 4 1-n
F3'(x) = xZ Q?q?(x) ~ x(§u“(x) + §d"(x) + §ﬁn(x) + §d (x)) , (8.26)

where the PDFs now refer to the momentum distributions within the neutron.
With the exception of the relatively small difference in Coulomb interactions
between the constituent quarks, the neutron (ddu) would be expected to have the
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same structure as the proton (uud) with the up- and down-quarks interchanged.
This assumed isospin symmetry (see Chapter 9) implies that the down-quark PDF
in the neutron is the same as the up-quark PDF in the proton and thus

d"(x) = uP(x) and u"(x) = d°(x).

In order to simplify the notation, the PDFs for the proton are usually written as
u(x), d(x), u(x) and d(x), in which case the neutron PDFs can be taken to be

d"(x) = uP(x) = u(x) and u"(x) =d°(x) = d(x).

Likewise, the assumed isospin symmetry implies that the neutron antiquark PDFs
can be written in terms of the antiquark PDFs of the proton,

d () =) =ux) and #(x)=d (x) = d(x).

Thus the proton and neutron structure functions of (8.25) and (8.26), can be written
in terms of the PDFs of the proton,

FP(x) = 2xFP(x) = x(gu(x) + éd(x) + gﬁ(x) + éz;(x)), (8.27)
n en 4 1 4- o1
F3'(x) = 2xF{"(x) = x(gd(x) + §u(x) + §d(x) + §u(x)). (8.28)

Integrating these expressions for the structure functions over the entire x range
gives
- 4 1 . 4 1
Fr(x)dx=<fu+-fa and Fy'(x)dx = —fa + = fu, (8.29)
0 9 9 0 9 9

where f, and fy are defined by

1 1
fu = f [xu(x) + xu(x)]dx and fj= f [xd(x) + xd(x)] dx.
0 0

The quantity f, is the fraction of the momentum of the proton carried by the
up- and anti-up quarks. Similarly fq is the fraction carried by the down-/anti-down-
quarks. The momentum fractions f; and fy can be obtained directly from the exper-
imental measurements of the proton and neutron structure functions. For example,
Figure 8.11 shows an experimental measurement of F’ gp(x, 0?) as a function of x
for deep inelastic scattering events with 2GeV? < Q2 < 30 GeV? as observed at
SLAC. The area defined by the measured data points gives

ngp(x) dx~0.18.
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SLAC measurements of F,” (x, @%) for2 < @%/ GeV* < 30. Data from Whitlow et al. (1992).

Similarly, F5"(x) can be extracted from electron—deuterium scattering data (see
Problem 8.6), and it is found that

ngn(x) dx =~ 0.12.

Using the quark—parton model predictions of (8.29), these experimental results can
be interpreted as measurements of the fractions of the momentum of the proton
carried by the up-/anti-up- and down-/anti-down-quarks:

fu~036 and f3=~0.18.

Given that the proton consists of two up-quarks and one down-quark, it is perhaps
not surprising that f, = 2 f3. Nevertheless, the total fraction of the momentum of the
proton carried by quarks and antiquarks is just over 50%; the remainder is carried
by the gluons that are the force carrying particles of the strong interaction. Because
the gluons are electrically neutral, they do not contribute to the QED process of
electron—proton deep inelastic scattering.

8.4.3 Valence and sea quarks

It is already clear that the proton is a lot more complex than first might have been
anticipated. The picture of a proton as a bound state consisting of three “valence”
quarks is overly simplistic. The proton not only contains quarks, but also contains
of a sea of virtual gluons that give rise to an antiquark component through g — qq
pair production. To reflect these two distinct components, the up-quark PDF can
be split into the contribution from the two valence quarks, written as uy(x), and a
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contribution from the sea of up-quarks that are pair-produced from virtual gluons,
us (x). In this way, the proton light quark PDFs can be decomposed into

u(x) = uy(x) + us(x) and d(x) = dy(x) + ds(x).
In the case of the antiquark PDFs, there are only sea quark contributions,
u(x) = us(x) and d(x) = ds(x).

Since the proton consists of two valence up-quarks and one valence down-quark, it
is reasonable to expect that the valence quark PDFs are normalised accordingly,

1 1
f uy(x)dx =2 and f dv(x)dx=1.
0 0

Although there is no corresponding a priori expectation for the sea quarks, some
reasonable assumptions can be made. Firstly, since the sea quarks and the anti-
quarks of a given flavour are produced in pairs, the sea quark PDF will be the same
as the PDF for the corresponding antiquark. Furthermore, since the masses of the
up- and down-quarks are similar, it is reasonable to expect that the sea PDFs for
the up- and down-quarks will be approximately the same. With these assumptions,
the sea PDFs can all be approximated by a single function, written S (x), such that

us(x) = tis(x) ~ ds(x) = ds(x) = §(x).
Writing (8.27) and (8.28) in terms of the valence and sea quark PDFs leads to

e 4 1 10
F3P(x) = x(§uv(x) + §dv(x) + KS(X)) )

4 1 10
F'(x) = x(§dv(x) + §uv(x) + ES(X)).

With the above assumptions, the ratio of F5"(x) to F. gp (x) is predicted to be

F'X)  4dy(x) + uy(x) + 105 (x)
FP(x)  duy(x) +dy(x) + 10S (x)’

(8.30)

Although the PDFs need to be determined experimentally, some qualitative pre-
dictions can be made. For example, since the sea quarks are expected to be pro-
duced mainly at low ux, it is reasonable to hypothesise that the sea quarks will give
the dominant contribution to the proton PDFs at low x. In this case, the low-x limit
of (8.30) would be

F3'(x)

Fep(x) —1 as x— 0.
2

This prediction is supported by the data of Figure 8.12, which shows the ratio
of the F' g“(x) /F gp (x) obtained from electron—proton and electron—deuterium deep
inelastic scattering measurements.
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The ratio of F5"(x)/ erp(x) obtained from electron—deuterium and electron—proton deep inelastic scattering
measurements at SLAC. Data from Bodek et al. (1979).

Owing to the 1/¢* gluon propagator, which will suppress the production of sea
quarks at high x, it might be expected that the high-x PDFs of the proton will be
dominated by the valence quarks. In this case,

FS'N(x)  4dy(x) + uy(x)

- s x—1.
FPx)  4uy(x)+dv(x)

If it is also assumed that uy(x) = 2dy(x), the ratio of Fg“(x)/ng(x) would be
expected to tend to 2/3 as x — 1. This is in clear disagreement with the data of
Figure 8.12, where it can be seen that

F$"(x)
FP(x)

1
- 1.
—>4 as x —

This would seem to imply that the ratio dy(x)/uy(x) — 0 as x — 1. Whilst this
behaviour is not fully understood, a qualitative explanation based on the exclu-
sion principle can be made. At high x, one of the valence quarks carries most
of the momentum of the proton and the other two valence quarks must be in a
low momentum state. Since the exclusion principle forbids two like-flavour quarks
being in the same state, the configuration where the down-quark in the proton is at
high x and both up-quarks have low momentum is disfavoured.

There are a number of conclusions that can be drawn from the above discussion.
Firstly, the proton is a complex system consisting of many strongly interacting
quarks and gluons. Secondly, whilst qualitative predictions of the properties of the
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PDFs can be made, relatively simplistic arguments do not always work. Ultimately,
the parton distribution functions have to be inferred directly from experimental
data.

8.5 Electron—proton scattering at the HERA collider

The studies of deep inelastic scattering at very high Q” and at very low x were
amongst the main goals of the HERA electron—proton collider that operated from
1991 to 2007 at the DESY (Deutsches Elektronen-Synchrotron) laboratory in Ham-
burg, Germany. It consisted of a 3 km circumference ring where 27.5 GeV electrons
(or positrons) were collided with 820 GeV or 920 GeV protons. Two large experi-
ments, H1 and ZEUS, were located at opposite sides of the ring. Each experiment
recorded over one million e*p deep inelastic collisions at Q%> > 200 GeV?2. These
large data samples at a centre-of-mass energy of /s ~ 300 GeV, enabled the struc-
ture of the proton to be probed with high precision, both at Q? values of up to
2 x 10* GeV? and at x below 1074

Figure 8.13 shows an example of a very-high-Q? interaction recorded by the H1
experiment. The final-state hadronic system is observed as a jet of high-energy par-
ticles. The energy and direction of this jet of particles is measured less precisely
than the corresponding properties of the electron. Consequently, for each observed
event, Q? and x are determined from the energy and scattering angle of the elec-
tron. The results from deep inelastic scattering data from the H1 and ZEUS exper-
iments, summarised in Figure 8.14, provide a precise determination of the proton
structure functions over a very wide range of x and Q. The data show a number

A high-energy electron—proton collision in the H1 detector at HERA. In this event the electron (the particle
recorded in the lower part of the detector) is scattered through a large angle and the hadronic system from
the break up of the proton forms a jet of particles. Courtesy of the H1 Collaboration.
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Measurements oszep(x, @) at HERA. Results from both the H1and ZEUS experiments are shown. The different
bands of data points correspond to the Q* evolution of F for different values of x. For clarity, the data at
different values of x are shifted by —log x. Also shown are lower-Q? data from earlier fixed-target experiments
(BCDMS, E665, NMC and the SLAC experiments). From Beringer et al. (2012), ©the American Physical Society.

of interesting features. For 0.01 < x < 0.5, where the measurements extend out to
0% =2x10*GeV?, only a weak 0? dependence of F' ;p (x, 0?) is observed, broadly
consistent with Bjorken scaling. It can therefore be concluded that quarks appear
to be point-like particles at scales of up to Q> = 2 x 10* GeV?. If the quark was a
composite particle, deviations from Bjorken scaling would be expected when the
wavelength of the virtual photon, 4 ~ hc/|Q|, became comparable to the size of
the quark. The observed consistency with Bjorken scaling therefore implies that
the radius of a quark must be smaller than

rq < 1078 m.
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8.5.1 Scaling violations

Whilst Bjorken scaling holds over a wide range of x values, relatively small devi-
ations are observed at very low and very high values of x. For example, at high
(low) values of x, the proton structure function is observed to decrease (increase)
with increasing Q. Put another way, at high Q? the measured structure functions
are shifted towards lower values of x relative to the structure functions at low Q2,
as indicated in Figure 8.15. This behaviour, known as scaling violation, implies
that at high Q?, the proton is observed to have a greater fraction of low x quarks.
These scaling violations are not only expected, but the observed Q? dependence is
calculable in the theory of the strong interaction, QCD.

The mathematical description of the origin of scaling violations is beyond the
scope of this book and only a qualitative description is given here. At low Q?, there
is a length scale, determined by the wavelength of the virtual photon, below which
it is not possible to resolve any spatial sub-structure, as indicated in Figure 8.16a.
At higher values of Q°, corresponding to shorter-wavelengths of the virtual photon,
it is possible to resolve finer detail. In this case, the deep inelastic scattering process
is sensitive to the effects of quarks radiating virtual gluons, q — qg, over smaller
length scales, as indicated in Figure 8.16b. Consequently, more low-x quarks are
“seen” in high-Q? deep inelastic scattering.

Although currently it is not possible to calculate the proton PDFs from first prin-
ciples within the theory of QCD, the Q? dependence of the PDFs is calculable

(a) (b)

Low x
'R
c Medium x
x
In Q2 X

The general features of the evolution of £, (x, ¢%): (a) the @ dependence at low and high x and (b) the x
dependence at low and high ¢?.

@ e

Finer structure within the proton can be resolved by shorter-wavelength virtual photons leading to the obser-
vation of lower x partons at higher Q2. The circled regions indicate the length scale below which structure
cannot be resolved.
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using the parton evolution functions known as the DGLAP (Dokshitzer—Gribov—
Lipatov—Altarelli—Parisi) equations. These equations are based on universal parton
splitting functions for the QCD processes ¢ — qg and g — qq. The observed scal-
ing violations in deep inelastic scattering therefore provide a powerful validation
of the fundamental QCD theory of the strong interaction. A good introduction to
the DGLAP evolution equations can be found in Halzen and Martin (1984).

8.6 Parton distribution function measurements
|

Information about the parton distribution functions of the proton can be extracted
from high-energy measurements involving protons, such as: fixed-target electron—
proton and electron—neutron scattering; high-energy electron—proton collider data;
neutrino—nucleon scattering data (discussed in Chapter 12); high-energy pp collider
data from the Tevatron; and very-high-energy pp collider data from the LHC. The
different experimental measurements provide complementary information about
the PDFs. For example, neutrino scattering data provide a direct measurement of
the (x) and d(x) content of the proton and the pp collider data provides information
on the gluon PDF, g(x).

The proton PDFs are extracted from a global fit to a wide range of experimental
data. Owing to the complementary nature of the different measurements, tight con-
straints on the PDFs are obtained. In practice, the PDFs are varied, subject to the

The current understanding of the proton PDFs at ¢* = 10 GeV? as determined from the MRST fit to a wide
range of experimental data. The relatively small strange quark PDF s(x) is shown. PDFs from the Durham
HepData project.
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constraints imposed by the theoretical framework of QCD such as the DGLAP
evolution equations, to obtain the best agreement with experimental data. The
output of this procedure is a set of PDFs at a particular Q% scale. For example,
Figure 8.17 shows the extracted PDFs at Q°> = 10 GeV? obtained from a recent fit
to the experimental data, where it is assumed that u(x) = wuy(x) + u(x). The con-
tribution from gluons is large and, as expected, is peaked towards low values of x.
The antiquark PDFs are relatively small and, because the antiquarks originate from
g — qq, also are peaked towards low values of x. Apart from at high values of x, it
is found that uy(x) ~ 2dy(x) as expected. Finally, it is worth noting that although
the PDFs for U and d are similar, there is a small difference with E(x) > u(x).
This may be explained by a relative suppression of the g — uu process due to
the exclusion principle and the larger number of up-quark states which are already
occupied.

Summary
|

In this chapter the process of deep inelastic scattering has been described in terms
of the quark—parton model, where the underlying process is the elastic scattering
of the electron from the quasi-free spin-half constituent quarks. The kinematics
of inelastic scattering were described in terms of two of the kinematic variables
defined below

In the quark—parton model, x is identified as the fraction of the momentum of the
proton carried by the struck quark in the underlying e"q — e™q elastic scattering
process. The quark—parton model naturally describes the experimentally observed
phenomena of Bjorken scaling, F(x, Qz) — F(x), and the Callan—Gross relation,
Fz(x) = 2xF1(x).

In the quark—parton model, cross sections can be described in terms of par-
ton distribution functions (PDFs) which represent the momentum distributions of
quarks and antiquarks within the proton. The PDFs can not yet be calculated from
first principles but are determined from a wide range of experimental data. The
resulting PDF measurements reveal the proton to be much more complex than a
static bound state of three quarks (uud); it is a dynamic object consisting of three
valence quarks and a sea of virtual quarks, antiquarks and gluons, with almost
50% of the momentum of the proton carried by the gluons. The precise knowl-
edge of the PDFs is an essential ingredient to the calculations of cross sections
for all high-energy processes involving protons, such as proton—proton collisions
at the LHC.
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The quark—parton model provides a hugely successful description of the dynamic
nature of the proton. However, it does not explain why the only observed hadronic
states are baryons and mesons or why the proton is the lowest mass baryon. The
static quark model is the subject of the next chapter.

Problems
|

(B 81  Usethe datain Figure 8.2 to estimate the lifetime of the A* baryon.
@ 8.2  Infixed-target electron—proton elastic scattering
¢ =2my(E - B) =2mky and @ = 4EE5sin’(6/2).
(a) Use these relations to show that

_m
8

(b) Assuming azimuthal symmetry and using Equations (7.31) and (7.32), show that

0y £ m, E (0
sinz(i)zf—;ﬁpy2 and hence chosz(i)=1—y

dQ| do nwdo

do B ’
i@~ ldetl dQ B2 dQ’
(c) Using the results of (a) and (b) show that the Rosenbluth equation,

4Q ~ 4in0/) B

0 0
cos’ = + 27 G, sin? E] ,

do a? I3 Gﬁ + TG,ZW
(+7 2

can be written in the Lorentz-invariant form

do _ 4o’ & + 76, . _ﬂ Lo
@ ¢ | d+1) Q@ m-

@ 8.3  Infixed-target electron—proton inelastic scattering:

(@) show that the laboratory frame differential cross section for deep-inelastic scattering is related to the
Lorentz-invariant differential cross section of Equation (8.11) by

do _ kb do _ hE 2mp)(2 do

5dQ 7 &A@ 7 @ ded?’

where £, and £; are the energies of the incoming and outgoing electron.
(b) Show that

me o 1E L0 mey B 6
L 286l and T—y— -2 —icoszi.

02 7 mpE1 2 02 _E1
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SLAC measurements of F(x, Q%) infor2 < @2/ GeV* < 30. Data from Whitlow et al. (1992).

@) 84
) 85
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(c) Hence, show that the Lorentz-invariant cross section of Equation (8.11) becomes
do a? H ,6

= s +2IE1 sinze
didQ  4f2sinte/2|v 2 omy T 2]

(d) Afixed-target ep scattering experiment consists of an electron beam of maximum energy 20 GeV and a
variable angle spectrometer that can detect scattered electrons with energies greater than 2 GeV. Find
the range of values of 6 over which deep inelastic scattering events can be studied atx = 0.2and @ =

2GeV~
If quarks were spin-0 particles, why would £, (x) /F," (x) be zero?
What is the expected value of f01 u(x) — u(x) dx for the proton?

Figure 8.18 shows the raw measurements of the structure function £,(x) in low-energy electron—deuterium
scattering. When combined with the measurements of Figure 8.1, it is found that

1
FEP(x) dx

f"]i— ~0.84
A FP(x) dx

Write down the quark—parton model prediction for this ratio and determine the relative fraction of the momen-
tum of proton carried by down-/anti-down-quarks compared to that carried by the up-/anti-up-quarks, f3/1,.

Including the contribution from strange quarks:

(a) show that F;” () can be written

4 _ 1 - -
FP00 = 5 [ + W] + 5 [d00) + d0) + () + 50|
where s(x) and s(x) are the strange quark—parton distribution functions of the proton.
(b) Find the corresponding expression for 5" (x) and show that

1 /_-ep( )_Fen( ) 1 _
[EOEW, 12 [ -]

X 30

and interpret the measured value of 0.24 + 0.03.
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At the HERA collider, electrons of energy £, = 27.5 GeV collided with protons of energy £, = 820 GeV. In deep
inelastic scattering events at HERA, show that the Bjorken x is given by
Y= E 1—cosO
T h|2-B/E)(1+wsO) |

where @ is the angle through which the electron has scattered and £; is the energy of the scattered electron.

Estimate x and @’ for the event shown in Figure 8.13 assuming that the energy of the scattered electron
is 250 GeV.




Symmetries and the quark model

4 Symmetries are a central to our current understanding of particle physics. In
this chapter, the concepts of symmetries and conservation laws are first intro-
duced in the general context of quantum mechanics and are then applied to the
quark model. The approximate light quark flavour symmetry is used to predict
the structure and wavefunctions of the lightest hadronic states. These wave-
functions are used to obtain predictions for the masses and magnetic moments
of the observed baryons. The discussion of the quark model provides an intro-
duction to the algebra of the SU(2) and SU(3) symmetry groups that play a
central r6le in the Standard Model. No prior knowledge of group theory is
assumed; the required properties of the SU(2) and SU(3) symmetry groups
are obtained from first principles.

.

9.1 Symmetries in quantum mechanics

207

In both classical and quantum physics, conservation laws are associated with sym-
metries of the Hamiltonian. For particle physics it is most natural to introduce these
ideas in the context of quantum mechanics. In quantum mechanics, a symmetry of
the Universe can be expressed by requiring that all physical predictions are invari-
ant under the wavefunction transformation

v -y =0y,

where, for example, U could be the operator corresponding a finite rotation of
the coordinate axes. The requirement that all physical predictions are unchanged
by a symmetry transformation, constrains the possible form of U. A necessary
requirement is that wavefunction normalisations are unchanged, implying

W) = W'Y = OOy = GO O).

From this it can be concluded that the operator corresponding to any acceptable
symmetry transformation in quantum mechanics must be unitary

U0 =1,
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where [ represents unity (which could be 1 or the identity matrix). Furthermore, for
physical predications to be unchanged by a symmetry operation, the eigenstates of
the system also must be unchanged by the transformation. Hence the Hamiltonian
itself must possess the symmetry in question, H — H’ = H. The eigenstates of the
Hamiltonian satisfy

Hy; = Ey,

and because of the invariance of the Hamiltonian, the energies of the transformed
eigenstates ¢ will be unchanged,

A’y = Hy} = E}.
Since ¢} = Uy, this implies
HUy; = E;:Uy; = UEy; = UHY;.

Therefore, for all states of the system, HUw; = UHy;, and it can be concluded that
U commutes with the Hamiltonian

[A,0]= A0 - 0f =0,

Hence, for each symmetry of the Hamiltonian there is a corresponding unitary
operator which commutes with the Hamiltonian.

A finite continuous symmetry operation can be built up from a series of infinites-
imal transformations of the form

Ue) = I + ieG,

where € is an infinitesimally small parameter and G is called the generator of the
transformation. Since U is unitary,

U)UT(e) = (I +ieG)I - ieGT) = I + ie(G = GT) + O(€?).

For this infinitesimal transformation terms of O(e>) can be neglected, and therefore
the requirement that U U = I implies that

G=G"

Thus, for each symmetry of the Hamiltonian there is a corresponding unitary sym-
metry operation with an associated Hermitian generator G. The eigenstates of a
Hermitian operator are real and therefore the operator G is associated with an
observable quantity G. Furthermore, since U commutes with the Hamiltonian,
[FI A+ ieé] = 0, the generator G also must commute with the Hamiltonian,

[Fl, G] =0.
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In quantum mechanics the time evolution of the expectation value of the operator
G is given by (2.29),
d A~ 1A oA
Ser=i(nc),
and because here G commutes with the Hamiltonian,
d A
—(G)=0.
) t( )

Hence, for each symmetry of the Hamiltonian, there is an associated observable
conserved quantity G. Thus in quantum mechanics, symmetries are associated
with conservation laws and vice versa. This profound statement is not restricted
to quantum mechanics, in classical dynamics symmetries of the Hamiltonian also
correspond to conserved quantities. The relationship between symmetries and con-
servation laws is an expression of Noether’s theorem, which associates a symmetry
of the Lagrangian with a conserved current (see, for example, Appendix E).

Translational invariance

As an example of the above arguments, consider the simple case of translational
invariance in one dimension. The Hamiltonian for a system of particles depends
only on the velocities and the relative distances between particles and therefore
does not change if all particles are translated by the same infinitesimal distance ¢,

X — X+eE
The corresponding wavefunction transformation is
Y(x) = Y'(x) = Y(x + €).

Performing a Taylor expansion of ¥(x) in terms of € gives

, 0
V0 =+ 9 =40 + e+ 0E)
For this infinitesimal transformation, the terms of O(e”) can be dropped, giving
, 0
vix)y=[1+ 6(9_ w(x). 9.1
X
This can be expressed in terms of the quantum-mechanical momentum operator,
. .0
= —1—7
P 0x

giving

¥'(x) = (1 + iep ().
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Comparison with (9.1) shows that the generator of the symmetry transformation,
X — X + €, is the quantum-mechanical momentum operator p,. Hence, the transla-
tional invariance of Hamiltonian implies momentum conservation.

In general, a symmetry operation may depend on more than one parameter, and
the corresponding infinitesimal unitary operator can be written in terms of the set
of generators G= (G:),

U=1+ie-G,

where € = {¢;}. For example, an infinitesimal three-dimensional spatial translation
X — X + € can be associated with the generators p = (py, p,, p;) with

U(e)=1+ie-p=1+iepy+iepy,+ep,

9.1.1 Finite transformations

Any finite symmetry transformation can be expressed as a series of infinitesimal
transformations using

n—oo

N 1 A\
U(a) = lim (1 + i;a- G) =exp (ia - G).

For example, consider the finite translation x — x+x( in one dimension. The corre-
sponding unitary operator, expressed in terms of the generator of the infinitesimal
translation py, is

. o 0
U(xo) = exp (ixopx) = exp (xoa)-

Hence for this finite translation, wavefunctions transform according to

N 0
' (x) = Ug(x) = exp (xoa—)kl’(x)
X
o x50
Z(l +X0&+Eﬁ+“‘]w()€)

dy %Py
=(J/(X)+)C()a+?ﬁ+“‘,

which is just the usual Taylor expansion for ¥(x + xp), and therefore U(xp) results
in the transformation

Y(x) = ' (x) = Uxo)y = (x + xo),

as required.



m

9.2 Flavour symmetry

9.2 Flavour symmetry
|

In the early days of nuclear physics, it was realised that the proton and neutron have
very similar masses and that the nuclear force is approximately charge independent.
In other words, the strong force potential is the same for two protons, two neutrons
or a neutron and a proton

Vop ® Vip = Vi,

Heisenberg suggested that if you could switch off the electric charge of the proton,
there would be no way to distinguish between a proton and a neutron. To reflect
this observed symmetry of the nuclear force, it was proposed that the neutron and
proton could be considered as two states of a single entity, the nucleon, analogous
to the spin-up and spin-down states of a spin-half particle,

o=(8) wa a=(?)

This led to the introduction of the idea of isospin, where the proton and neutron
form an isospin doublet with total isospin / = 1/2 and third component of isospin
I = £1/2. The charge independence of the strong nuclear force is then expressed
in terms of invariance under unitary transformations in this isospin space. One
such transformation would correspond to replacing all protons with neutrons and
vice versa. Physically, isospin has nothing to do with spin. Nevertheless, it will be
shown in the following section that isospin satisfies the same SU(2) algebra as spin.

9.2.1 Flavour symmetry of the strong interaction

The idea of proton/neutron isospin symmetry can be extended to the quarks. Since
the QCD interaction treats all quark flavours equally, the strong interaction pos-
sesses a flavour symmetry analogous to isospin symmetry of the nuclear force. For
a system of quarks, the Hamiltonian can be broken down into three components

H= ﬁO + I:Istrong + ﬂema 9.2)

where Hy is the kinetic and rest mass energy of the quarks, and Flstrong and Hep,
are respectively the strong and electromagnetic interaction terms. If the (effective)
masses of the up- and down-quarks are the same, and H., is small compared to
ﬂstrong, then to a good approximation the Hamiltonian possesses an up—down (ud)
flavour symmetry; nothing would change if all the up-quarks were replaced by
down-quarks and vice versa. One simple consequence of an exact ud flavour sym-
metry is that the existence of a (uud) bound quark state implies that there will a

corresponding state (ddu) with the same mass.
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The above idea can be developed mathematically by writing the up- and down-
quarks as states in an abstract flavour space

{3) e (1)

If the up- and down-quarks were indistinguishable, the flavour independence of
the QCD interaction could be expressed as an invariance under a general unitary
transformation in this abstract space

(u’) A(u) Ui Uz |[u

, | =U = .

d d Uz Uxn J\d

Since a general 2 X 2 matrix depends on four complex numbers, it can be described
by eight real parameters. The condition UUT = I, imposes four constraints; there-
fore a 2 X 2 unitary matrix can be expressed in terms of four real parameters or,

equivalently, four linearly independent 2 X 2 matrices representing the generators
of the transformation

U= exp (i;G)).

One of the generators can be identified as

U—loﬂ (9.3)
“lo1) '

This U(1) transformation corresponds to multiplication by a complex phase and is
therefore not relevant to the discussion of transformations between different flavour
states. The remaining three unitary matrices form a special unitary SU(2) group
with the property' det U = 1. The three matrices representing the Hermitian gener-
ators of the SU(2) group are linearly independent from the identity and are there-
fore traceless. A suitable choice” for three Hermitian traceless generators of the ud
flavour symmetry are the Pauli spin-matrices

(01 (0 —i and (1 0
1=\1o0) 7270 o 73=\o -1/
The ud flavour symmetry corresponds to invariance under SU(2) transformations
leading to three conserved observable quantities defined by the eigenvalues of Pauli

' The property detU = 1 follows from the properties of determinants, detU'U = det] =
detUT detU = det U* det U = |det U* = 1. For the corresponding infinitesimal transformation to
be close to the identity, det U must equal +1.

The algebra of the SU(2) is determined by the commutation relations of the generators. The use of
the Pauli spin-matrices is purely conventional. An equally valid choice of the generators G; would
be STo;S where S is an arbitrary unitary matrix. The commutation relations are unchanged by
this redefinition, and thus the algebra of SU(2) does not depend on the specific representation of
the generators.
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spin-matrices. The algebra of the ud flavour symmetry is therefore identical to that
of spin for a spin-half particle. In analogy with the quantum-mechanical treatment
of spin-half particles, isospin T is defined in terms of the Pauli spin-matrices

-1
T_20'.

Any finite transformation in the up—down quark flavour space can be written in
terms of a unitary transformation

such that

£)-~(2)

where @ - T = a1Ty + axT> + a3T5. Hence, the general flavour transformation
is a “rotation” in flavour space, not just the simple interchange of up and down
quarks. A general unitary transformation in this isospin space would amount to
relabelling the up-quark as a linear combination of the up-quark and the down-
quark. If the flavour symmetry were exact, and the up- and down-quarks were
genuinely indistinguishable, this would be perfectly acceptable. However, because
the up- and down-quarks have different charges, it does not make sense to form
states which are linear combinations of the two, as this would lead to violations of
electric charge conservation. Consequently, the only physical meaningful isospin
transformation is that which corresponds to relabelling the states, u < d.

9.2.2 Isospin algebra

Whilst isospin has nothing to do with the physical property of spin, it has exactly
the same mathematical structure defined by the generators of the SU(2) symme-
try group. In the language of group theory the generators of SU(2) define a non-
Abelian (i.e. non-commuting) Lie algebra. The three generators of the group, which
correspond to physical observables, satisfy the algebra

[Tl, Tz] = l'T3, [Tz, T3] = lT] and [TS, Tl] = iTz.
This is exactly the same set of commutators as found for the quantum mechanical
treatment of angular momentum, introduced in Section 2.3.5. Consequently, the

results obtained for angular momentum can be applied directly to the properties of
isospin. The total isospin operator,

£D A2 A2 A2
T"=T7+T5+T13,
which commutes with each of the generators, is Hermitian and therefore also corre-
sponds to an observable quantity. Because the three operators 7, 7> and 73 do not
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-0 ® O /3

The isospin ladder operators step along the states in /; within an isospin multiplet.

commute with each other, the corresponding observables cannot be known simul-
taneously (see Section 2.3.4). Hence, isospin states can be labelled in terms of the
total isospin / and the third component of isospin /3. These isospin states ¢(/, I3)
are the mathematical analogues of the angular momentum states |/, m) and have the
properties

T°¢ (1) = I+ Dp (I, 1) and T3¢, 1) = Lo (I, Iy).

In terms of isospin, the up-quark and down-quark are represented by
(1~ o(1 .1 _(OY_ (1 _1
u—(o)—¢(§,+§) and d_(l)_¢(§’_§)‘

The up- and down-quarks are the two states of an isospin one-half multiplet with
respective third components of isospin +% and —% as indicated in Figure 9.1.

Isospin ladder operators

The isospin ladder operators, analogous to the quantum mechanical angular momen-
tum ladder operators, defined as

T_ = Tl = iTz and T+ = Tl + iTz,

have the effect of moving between the (2 + 1) states within an isospin multiplet,
as indicated in Figure 9.2. The action the ladder operators on a particular isospin
state are

T.p(B)= VIU+1)-L(L+ )¢, 13+ 1), (9.4)
T¢I, 1) = IU+ 1) - L - D¢ - 1), 9.5)

where the coefficients were derived in Section 2.3.5. For an isospin multiplet with
total isospin /, the ladder operators have the effect of raising or lowering the third
component of isospin. The action of the ladder operators on the extreme states with
Iz = =1 yield zero,

T_¢,-I)=0 and T,¢(,+I) =0.
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Therefore, the effects of the isospin ladder operators on the u- and d-quarks are

T.u=0, T,d=u, T-u=d and 7_d=0.

9.3 Combining quarks into baryons
|

The strong interaction Hamiltonian does not distinguish between up- and down-
quarks, therefore in the limit where the up- and down-quark masses are the same,
physical predictions involving the strong interaction alone are symmetric under
unitary transformations in this space. The conserved observable quantities, corre-
sponding to the generators of this symmetry are /3 and /. Because /3 and [/ are
conserved in strong interactions, the concept of isospin is useful in describing low-
energy hadron interactions. For example, isospin arguments can be used to explain
the observation that the decay rate for A* — pn® is twice that for A° — nzn® (see
Problem 9.3). Here the concept of isospin will be used to construct the flavour
wavefunctions of baryons (qqq) and mesons (qq).

The rules for combining isospin for a system of two quarks are identical to those
for the addition of angular momentum. The third component of isospin is added as
a scalar and the total isospin is added as the magnitude of a vector. If two isospin
states ¢ (I“, Ig‘) and ¢ (Ib s Ié’) are combined, the resulting isospin state ¢ (I, I3) has

L=+ and |I“-1°|<I<|I“+ 1

These rules can be used to identify the possible isospin states formed from two
quarks (each of which can be either an up- or down-quark). The third component
of isospin is the scalar sum of /5 for the individual quarks, and hence the /5 assign-
ments of the four possible combinations of two light quarks are those of Figure 9.3.
The isospin assignments for the extreme states immediately can be identified as

w=¢(3.4)6(3.3)=¢0.+1) and dd=g¢(.-3)e(3.-3)=0.-D.

This identification is unambiguous, since a state with /3 = +1 must have I > 1
and the maximum total isospin for a two-quark state is / = 1. The quark combina-
tions ud and du, which both have I3 = 0, are not eigenstates of total isospin. The

dd ud, du uu
—e ® *—> /5
-1 0 +1

The /5 assignments for the four possible combinations of two up- or down-quarks. There are two states with
I3 = 0 (indicated by the point and circle) ud and du.
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1 1 _
dd ﬁ(ud + du) uu E(ud du)
—e ® *—>/; @ —— 3
-1 = 0 *—=—" + 0
T, T,

The isospin eigenstates for the combination of two quarks.

ddu uud
a a1 a1 _ a1 _
ddd \/E(ud+du)d \E(ud+du)u uuu \E(Ud du)d @(ud du)u
o> [y @ —o—— o> /;
4 4 B4 4 4

The /5 assignments of three-quark states built from the qq triplet and singlet states.

appropriate linear combination corresponding to the / = 1 state can be identified
using isospin ladder operators,

T_¢(1,+1) = V2¢(1,0) = T_(uu) = ud + du,
and thus
#(1,0) = %(ud+du).

The ¢ (0, 0) state can be identified as the linear combination of ud and du that is
orthogonal to ¢ (1, 0), from which

#(0,0) = %(ud — du). (9.6)

Acting on the I = 0 singlet state of (9.6) with either T, or T_ gives zero, confirming
that it is indeed the ¢ (0, 0) state, for example
7.5 (ud = du) = 35 ((T4uld + u[7,d] - [T4d]u - d[T'u])
_ 1 _ —
= ﬁ(uu uu) = 0.

The four possible combinations of two isospin doublets therefore decomposes into
a triplet of isospin-1 states and a singlet isospin-0 state, as shown in Figure 9.4,
This decomposition can be written as 2 ® 2 = 3 @ 1. It should be noted that the
isospin-0 and isospin-1 states are physically different; the isospin-1 triplet is sym-
metric under interchange of the two quarks, whereas the isospin singlet is antisym-
metric.

The isospin states formed from three quarks can be obtained by adding an up-
or down-quark to the qq isospin singlet and triplet states of Figure 9.4. Since I3
adds as a scalar, the I3 assignments of the possible combinations are those shown
in Figure 9.5. The two states built from the I = 0 singlet will have total isospin
I = 1/2, whereas those constructed from the I = 1 triplet can have either I = 1/2
or I = 3/2. Of the six combinations formed from the triplet, the extreme ddd and
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uuu states with I3 = —3/2 and I3 = +3/2 uniquely can be identified as being part of
isospin / = 3/2 multiplet. The other two I = 3/2 states can be identified using the
ladder operators For example, the ¢ (— ——) state, which is a linear combination of

the ddu and —= (ud + du)d states, can be obtained from the action of 7, on
¢(3.-3) = ddd,
from which

T.¢(3.-3) = V3¢ (3.-1) = T'.(ddd) = [T, d]dd + d[T’,d]d + dd[7"d]
= udd + dud + ddu,

and therefore

¢(3.-3) = J5(udd + dud + ddu). ©.7)

From the repeated action of the ladder operators, the four i 1sosp1n—— states, built
from the qq triplet, can be shown to be

¢(3.-3) = ddd, 9.8)
(g _%) = \F(udd + dud + ddu), 9.9)
$(3.+3) = 5 (uud + udu + duu), (9.10)
¢(§ +%) = uuu. (9.11)

The two states obtained from the qq triplet with total isospin / = 1/2 are orthog-
onal to the I3 = +1/2 states of (9.9) and (9.10). Hence, the ¢ (%, —%) state can be

identified as the linear combination of ddu and \L@(ud + du)d that is orthogonal to
the ¢ (%, —%) state of (9.9), giving

¢s(3.-1) = —~7(2ddu — udd - dud), 9.12)
and similarly
bs (2, —) ‘f(2uud udu — duu). (9.13)

The relative phases of (9.12) and (9.13) ensure that the ladder operators correctly
step between the two states. In addition, the two states constructed from the qq
isospin singlet of (9.6) are

Pa ( )

¢A(

’

(udd — dud), 9.14)

+

1 L
2 V2
1 ne
2 V2

I\)I'—' =

(udu — duu). (9.15)
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ddd %(udd + dud + ddu) %(udu +duu+uud) uuu

1= % —-o——o— e —e&» /3 O
—%(deu — udd - dud) %(QUUC‘ — duu - udu) ié(udd dud) iz(udu duu)
I= % —o—eo> |, ($) —o———o >3
3 4 3 4

The three-quark ¢ (/, ;) states in SU(2) flavour symmetry. The eight combinations decompose into a sym-
metric quadruplet and two mixed symmetry doublets.

Hence, the eight combinations of three up- and down-quarks, uuu, uud, udu, udd,
duu, dud, ddu and ddd, have been grouped into an isospin—% quadruplet and two
isospin-% doublets, as shown in Figure 9.6. In terms of the SU(2) group structure
this can be expressed as

20202=200301)=283)02®1)=406262,

where 2 ® 2 ® 2 represents the combinations of three quarks represented as isospin
doublets. The different isospin multiplets have different exchange symmetries. The
flavour states in the isospin—— quadruplet, (9 8)—(9.11), are symmetric under the
interchange of any two quarks. The isospin-3 L doublets are referred to as mixed sym-
metry states to reflect the symmetry under the interchange of the first two quarks,
but lack of overall exchange symmetry. The doublet states of (9.12) and (9.13),
labelled ¢5, are symmetric under the interchange of quarks 1 < 2, whereas the
doublet states of (9.14) and (9.15), labelled ¢4, are antisymmetric under the inter-
change of quarks 1 < 2. These two isospin doublets have no definite symmetry
under the interchange of quarks 1 < 3 and 2 < 3.

9.3.1 Spin states of three quarks

Because the SU(2) algebra for combining spin-half is that same as that for isospin,
the possible spin wavefunctions of three quarks, denoted by y, are constructed in
the same manner. Hence the combination of three spin-half particles gives: a spin-%
quadruplet, with spin states

x(3,+3) =111, 9.16)
x(3.+3) = AT+ 101 + 11, 9.17)
x(3:-3) = HAULT + 111+ 11D, 9.18)
x(3.-3) =1L 9.19)
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a mixed symmetry doublet which is symmetric under 1 < 2,

xs (3:-3) =~ @ LT =1L - 11D, (9.20)
xs (3:43) = @ 1L = 141 = 117; 9.21)
and a mixed symmetry doublet which is antisymmetric under 1 & 2,
xa(-3) = Bau-u, 9.22)
xa(3+3) = 501 - 1. 9.23)

9.4 Ground state baryon wavefunctions
I —

There are eight possible isospin states for a system of three quarks and eight pos-
sible spin states, leading to a total of 64 possible combined flavour and spin states.
However, not all combinations satisfy the required fermion exchange symmetry
of the total wavefunction. In addition to spin and flavour components, the wave-
function for a qqq state also needs to describe the colour content and the spatial
wavefunction. The overall wavefunction for a bound qqq state, accounting for all
degrees of freedom, can be written

¥ = Pfiavour Xspin Ecolour Nspace- (9.24)

Because quarks are fermions, the overall wavefunction of (9.24) is required to be
antisymmetric under the interchange of any two of the quarks. For a system of
like fermions, for example uuu, this is simply a statement of the Pauli exclusion
principle. However, because of the assumed SU(2) flavour symmetry, when the
flavour wavefunction is included, the fermion exchange symmetry applies to the
wavefunction as a whole (the argument is given in the starred Addendum in Section
9.7 at the end of this chapter).

The requirement that the wavefunction of (9.24) is totally antisymmetric places
restrictions on the individual parts. In Chapter 10, it is shown that the colour wave-
function is necessarily totally antisymmetric. Here the discussion is restricted to
the L = 0 ground state baryons, in which there is no orbital angular momentum. In
this case, the quarks are described by £ = 0 s-waves. Since the exchange symmetry
of the orbital states is given by (=1)¢, here the orbital wavefunction is symmetric
under the interchange of any two quarks. Consequently, for the L = O baryons the
combination &colour Mspace 18 antisymmetric under the interchange of any two quarks.
For the overall wavefunction to be antisymmetric,